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ABSTRACT

Estimating the construction labor productivity considering the effect of multiple
factors is important for construction planning, scheduling and estimating. In planning
and scheduling, it is important to maximize labor productivity and forecast activity
durations to achieve lower labor cost and shorter project duration. In estimating, it is
important to predict labor costs. A company may lose money in the execution of the
project if the labor cost were wrongly estimated. On the other hand, if the estimate is
high, the company may lose the contract due to overpricing. The aim of this research is
to develop an artificial neural networks model for giving an expert opinion to predict
the production rate for slabs works. ANN is new approach that is used in prediction
labor productivity, which is able to learn from experience and examples and deal with
non-linear problems. In this research, the effective factors that affect on labor
productivity were collected from literature review. A questionnaire survey was done to
determine the most effective factors by calculating the Relative Important Index (RII).
The target group was determined as the contracting companies which have first, second,
and third categories. 110 questioners were distributed, and 77 useful questionnaires
were collected. Factors which have RIl more than 0.75 are used as independent input
variables affected on one dependent output variable "labor productivity" in neural
network model. The most important factors that affect labor productivity are, number of
labors, material shortages, floor height, tool and equipment shortages, labor
experiences, weather, complexity due to steel bars, drawings and specifications
alteration during execution, easy to arrive to the project location, lack of labor
surveillance and payment delay. Areal data for the most important factors which used in
model development was collected by the second questionnaire from 107 building
projects in Gaza Strip. Neurosolution software version 5.07 was used to build up the
models. The best model was obtained through the traditional trial and error process.
However, over 1000 network structures were experimented and the satisfactory model
was obtained. This model consists of input layer with 11 neurons, 2 hidden layer with 6,
4 neurons for first and second layer respectively, and 1 output neuron in the output
layer. The results of the trained models indicated that neural network reasonably
succeeded in estimating the labor productivity. The average error of test dataset for the
adapted model was largely acceptable (6.7%). The performed sensitivity analysis
showed that the number of labor and weather have the most influential parameters in
productivity while payment delay and alteration in drawing and specification during
execution have lowest impact on productivity.
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Chapter 1: Introduction

1.1 Construction industry

Construction sector is considered one of the most important economical sectors that
affect the Palestinian national economy. It plays a major role in development and
achievement the goals of society. Construction industry is one of the largest industries
and contributes to about 10% of the Gross National Product (GNP) in industrialized
countries. Construction industry has complexity in its nature because it contains large
number of parties as clients, contractors, consultants, stakeholders, shareholders and
regulators. The performance of the construction industry is affected by national

economies (Navon, 2005).

1.2 Construction industry in Gaza Strip

The construction sector is an important sector of the economy and contributes
significantly to Gross Domestic Product (GDP). The United Nations Environment
Program has noted that about one-tenth of the global economy is dedicated to
constructing and operating homes and offices. It is now widely recognized that
construction activity plays a vital role in the process of economic growth and
development, both through its products (infrastructure, buildings) and through the
employment created in the process of construction itself. The development of an
efficient industry is an objective of policy in most countries (Mitullah and Wachira,
2003). Notwithstanding the constraints of occupation, construction and housing have
evolved into a major sector of the Palestinian economy, playing an important role in the
generation of the employment and income. The sector has also carried significant
forward and backward linkages, ranging from simple furniture manufacturing plants to
major construction materials production and processing industries (Abdul Hadi, 1994).
Through a complementary process, several parties contribute to the construction sector.
Such stakeholders are the public and private sectors, universities and institutes, donor
countries, international financing institutions and banking sector. Construction sector
contributes largely to different sectors of investment, such as manufacturing of
construction materials. In addition, it provides materials needed for construction, such
as stone, marble, brick, floor tiles, etc. (PCU, 2003).
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Construction industry in the Gaza Strip suffers from many problems such as closures,
amendment of drawings, and amendment of designs. Poor management and leadership;
poor relations and coordination; absence of motivation, absence of control, absence of
monitor and decision making systems; inadequate infrastructure, political problems;
cultural problems and economic conditions. Obstacles by client, non-availability of
materials, road closure, amendment of the design and drawing, and variations.
(UNRWA, 2006 & 2007).

1.3Construction productivity

Construction productivity is a very important aspect and mostly analyzed by
researchers because it is one of the main indicator of the performance of the
construction industry. Construction labor productivity is influenced by several factors
that vary from project to project and from task to task within the same project. Standard
values of production rates are the most essential information used to analyze the
performance of construction labor productivity. The accuracy of estimating and
scheduling of a project is mainly dependent on the validity and reliability of the
production rates data available. The accurate estimation of construction labor
productivity could be challenging when effects of multiple factors are considered
simultaneously.

The estimation for the construction labor productivity with considering the effect of
multiple factors is important for construction planning, scheduling and estimating. In
planning and scheduling, it is important for maximizing labor productivity and forecast
activity durations to achieve lower labor cost and shorter project duration. In estimating,
it is important to predict labor costs, if the estimate is too low, a company may lose
money in the execution of the project. On the other hand, if the estimate is high, the
company may lose the contract due to overpricing.

Recently, prediction of labor productivity using artificial intelligence has become an
emerging research field. Artificial Intelligence (Al) such as Artificial Neural Networks
(ANN) is a promising tool towards achieving better estimates using historical data.
Several researchers discussed potential applications of neural networks in construction

industry in recent years (Salem, 2006).
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1.4 Problem Statement

One of the most essential elements for a continuous improving of construction
productivity is the observation and measurement. The slab work is one of the
fundamental and main operations in construction industry which affects the overall cost
and time of the project. It is very essential activity in construction and engineering
projects. Therefore, the production rate of this activity must be measured and recorded
to help the planners and estimators in the future to improve the accuracy of the
production rate estimate. There are many factors affect on the production rate of casting
concrete slabs. In addition the accuracy of estimating this production rate is very
difficult when effect of multiple factors is considered simultaneously. The
implementation of artificial neural networks (ANNs) can be useful to assist the
planners and estimators to reduce the effort required for planning construction
operations and to improve the accuracy of production rate estimates to complete a
project within budget and schedule (Mugeem et al., 2011).

1.5Research Aim

The aim of this research is to improve the contractor prediction of labor productivity

for slab work in construction project.

1.6 Research Objectives

The objectives of this research can be summarized in the following points:

1) Identifying the most effective factors affect the production rate of casting
concrete slab.

2) Developing a model of ANNs to predict labor productivity for slab
works.

3) Compare ANN results with actual results derived from a realistic data.

1.7 Limitation

1- This research studied the building projects in Gaza Strip, which were done
between 2009 and 2013.

2- Only the contractors registered in the Palestinian Contractors Union (PCU) and
the consultants who are registered in the Engineering Association are involved in this

study.

www.manaraa.com



1.8 Research Scope

This research was concerned with estimating the production rate of casting
concrete slab by using ANNs model. The actual data used for developing neural
network model collected from many construction projects in Gaza Strip from the largest
companies for construction that were qualified and registered in the Palestinian
contractor union. The reason for selection of these companies is their ability for

construction management.
1.9 Research Methodology

The methodology of this study can be summarized in the following points:

1) Conducting a literature review about productivity and labor productivity
estimation techniques.

2) Conducting a literature review about ANNs and getting up-to-date with the
latest improvements

3) Conducting interview with project managers; experts and site engineers to
identify the most effective factors affect the production rate of casting
concrete slab.

4) Conducting questionnaire survey to weight the factors that affect
productivity and Gathering historical data about labor productivity

5) Second questionnaire survey to collect real data from 110 building projects.

6) Training the ANN using actual case studies.

7) Conducting test estimations on labor productivity simulating the conditions
in which the historical data was obtained.

8) Performing labor productivity predictions on study cases and comparing the
predicted values with actual values.

9) Draw up conclusion and recommendations.
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1.10 Research Contents

This research included six chapters explained as follow

Chapter (1) Introduction
A general idea for this research was given in this chapter along with research
statement of problem, aim, objectives, limitation, methodology outlined and thesis

structure.

Chapter (2) literature Review

This chapter presents a literature review of past research studies in
productivity, ANN applications in construction management and related
fields

Chapter (3) Research Methodology and Data Collection
The methodology adopted in this research was presented in this chapter
including building model criteria and testing methods. In addition, presents

the factors that affect the productivity in construction project.

Chapter (4) Result and Analysis
This chapter presents a result for questionnaire analysis and discussion

for the factors that affect on labor productivity.

Chapter (5) Models Development and Sensitivity Analysis

This chapter contains the application, which was selected, types of
models chosen and displays of the structure design. Moreover, it is including
the model development, training and validation also optimizing the error and
testing the models. Finally this chapter shows the result of the best model
with evaluation the influence of the input parameters on the performance of

the trained ANN model by using sensitivity analysis.

Chapter (6) Conclusion and Recommendations
Finally, this chapter outlines the conclusions and recommendations of

this study and recommendations for further studies.
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Chapter 2: Literature Review
2.1 Construction Productivity

2.1.1 Definitions of construction productivity

The term of “Productivity” has different meanings for different people.
Depending on who is explaining productivity, whether he is a politician, accountant,
economist, industrial engineer, or construction manager, you will get a wide range
of different meaning of the term ‘Productivity’. Some will define it as production
rate, efficiency, effectiveness, performance or merely production.(Abdel-Razek,
2004).

The Concise Oxford Dictionary (9"edn) defines productivity as the ‘capacity
to produce, the state of being productive; effectiveness of productive effort;
especially in industry; production per unit of effort’. While providing a good starting
point, this definition uses the word ‘productive’ in defining productivity but,
importantly, three distinct productivity concepts are brought out: (i) the capacity to
produce, that is the force behind production itself, (ii) effectiveness of productive
effort as a measure of how well the resources are utilized and (iii) the production per
unit of effort (or rate) to measure output of the factors of production over a defined
period time (Paul, Ananda and Frank, 1998).

In the construction industry, the meaning of the term productivity varies with
its application to different areas. The term productivity usually refers to the output
produced per unit input. Thomas(1992), defined labor productivity as the “ratio of

the input in terms of labor hours to the output in terms of units of work”.
WH;
Qi

P; (1.1)
Where:

Pi = productivity for time period i.

WHIi = total work hours charged by the crew for time period i.

Qi = quantity of work placed during time period i.

This measure of productivity has several advantages: the meaning of the term
labor productivity is relatively well understood; labor productivity is often the

greatest source of variation in overall construction productivity; and the
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productivity of other inputs can often be measured with respect to labor
productivity. The inverse of labor productivity, unit man per hours, is also
commonly used (Halligan et. al., 1994).

The term Productivity also defined as follows: “Productivity is a relationship
(usually a ratio or an index) between output (goods and /or services) produced by a
given organizational system and quantities of input (resources) utilized by the
system to produce that output.” (Sink in Hannula, 2002).

This definition can be directly connected to the financial effects of productivity
changes. For example, the cost effect of input changes can be directly calculated
when the amount and the unit cost of the input are both known (Hannula, 2002).

Consequently considerable effort has been directed to understanding the
productivity concept, with the different approaches taken by researchers resulting in

a wide variety of definitions of productivity.

2.1.2 Types of productivity

There are three types of productivity, namely single factor productivity, total

factor productivity and total productivity which explain as the following:

2.1.2.1 Partial productivity :
is the ratio of output to one class of input. For example, output per man-hour (a
labor productivity measure) is a partial productivity concept. So are output per ton
of material (a material productivity ratio) and interest revenue generated per dollar
of capital (a capital productivity ratio) and so on (Sumanth 1998;Einspruch in
Hannula, 2002).

2.1.2.2 Total factor productivity (TFP):
is the ratio of net output to the sum of associated labor and capital (factor) inputs.
The net output here is sometimes called value-added output (Sumanth 1998;
Kendrick and Einspruch in Hannula, 2002).

In this ratio, we explicitly consider only the labor and capital input factors in the
denominator. Since materials account for as much as 65% of product costs in
consumer goods such as TVs, VCRs, and computers, this measure is not the best

one in most cases (Sumanth, 1998).
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Thomas in 1990 mentioned TFP that used by the several government agencies
including the U.S. Department of commerce that defined it as follow:

TFP = : Tota?Output : (1_2)
Labor+Material+Equipment+Energy+Capital
TFP is an economic model, in which input and output are measured in terms of
dollars.
Dollarsof Output
TFP = (1.3)
DollarsofInput

TFP is not very useful for contractors, as it can be highly in accurate if applied

to a specific project because of difficulties in predicting the various inputs.

2.1.2.3 Total productivity:

is the ratio of total output to the sum of all input factors. This is a holistic measure
that takes into consideration the joint and simultaneous impact of all the input
resources on the output, such as labors, materials, machines, capital, energy, etc.
This measure has received much attention over the past ten years, as evidenced by
many papers and case studies. Another term used in recent years is multifactor
productivity, which considers more than one input factor in thedenominator of the
productivity ratio, but is not necessarily a total factor or total productivity measure
(Sumanth, 1998).

Various agencies may modify Eq. 2 by adding maintenance costs or deleting
energy or capital costs. Outputs are expressed in terms of functional units (Thomas

et. al. 1990). For example, the Federal Highway Administration may be interested

in:

Productivity = Output (1 4)
roductivity = Design + Inspection + Construction + Right — of —way =
Productivity = Lanemi’e )
roductivity = DollarsofInput h

This definition is also useful in policy- making and for broad program planning
(Thomas et al., 1990).
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At the project site, contractors are usually interested in labor productivity, and it
can be defined in one of the following ways (Thomas et al., 1990):

LaborProductivity = — Ut 16

aborProductivity = TaborCost (1.6)
Or

LaborProductivity = — 2P 1.7
aborProductivity = Work — hour (1.7)

Eq. 7 is usually referred to as the production rate. Sometimes inverse of
equation 7 is used by the contractors:

o LaborCostorWork — hour
LaborProductivity = Output (1.8)

Eq.8 is usually referred to as unit rate. In this study, the production rate (total
volume of the pour divided by the total pour time) will be use as a measure of
productivity, because it fits into the classical definition of productivity: the ratio of
output of a production process to the corresponding input (Martin, 1991).
Table2.2 presents the advantages and limitations of using the basic types of

productivity measures in companies.

2.1.3 Productivity measurement techniques
2.1.3.1 The direct observation technique

Direct observation is one of the continuous observation methods. A researcher
observes workers activities throughout the work day. Tool time and Noon-tool time
activities are easily and accurately identified because the times are recorded to the

nearest minute.

The direct observation method is generally considered tedious and time wasting.
One technique to increase this methods efficiency is to highlight only the non-tool time
activities provided that the workers spend more time on tool time activities than non-

tool time activities (Noor, 1998).

Another criticism of this method is that the observers presence may disturb

workers. It is recommended that the observer could locate himself in a suitable vantage
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point where there is a full view of all workers but at the same time does not interfere

with the operations progress (Noor, 1998).
The direct observation method has the following advantages:

a. The data collected is accurate and precise.
b. The length and pattern of time of each work task can be collected.

The disadvantages of the direct observation method are the following:

a. A crew of five workers is the maximum crew size one observer can manage.
b. If poorly managed the observation can interfere with the workers carrying out

their tasks.
2.1.3.2 Time study technique

Time study was the fundamental approach to productivity improvement
introduced by Frederick W. Taylor and Frank Gilbreth in the late 19th and early 20th
centuries, and it is the principal technique of work measurement even today. In the
current usage, it is not simply the timing of an operation but a process designed to
develop standard time or standard output for any construction operation irrespective of

the rate of work being observed (Salem, 2006). Time study therefore involves:
(a) Timing, to discover how long various operations are taking;
(b) Rating, to assess the worker being observed against a norm;

(c) Building up of time standards, by allowing for appropriate relaxation and

Contingency allowances.
2.1.3.3 Activity sampling technique

It is a technique that measures the percent of time craftsmen spend in various
categories of tasks, such as direct work, transporting materials, or waiting (Thomas,
1991). In addition, it is physically impossible to observe and record all the minute
details of every repetition of any construction operation. Activity sampling refers to any
measurement technique for which observations are non-continuous. Thus, the
observations represent a sampling of the total activity (Oglasby and Parker, 1989;
Adrian, 1987).

-10 -
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2.1.3.4 Forman delay survey

The objective of this technique is to identify the reasons for delays and the
extent of it. In a delay survey, foremen are asked to report any delays greater than a
specified time that were experienced during the day (Maloney, 1990). By correlating the
reported lost time with the causes of delays, project management can take action to
resolve the problems and to eliminate the delays (Alfeld, 1988).

2.1.3.5 Craftsman questionnaire sampling

Craftsman questionnaire sampling (CQS) was recently developed for
performance measurements and productivity improvement at construction sites. The
main idea of CQS is to use questionnaires as a means of data collection. CQS provides
information regarding the sources of delay, the amount of rework performed, as well as
creating a participating atmosphere on site. In performing the CQS, the administrator of
CQS walks around the field as the work-sampling sampler does. The administrator
randomly selects craftsmen to answer the questionnaires. Because of the manner of
random selection and the determination of the activities, the craftsmen are involved in
the immediate post. After the questionnaires are filled out by craftsmen and foreman,
the administrator repeats the cycle until he gets an adequate sample size (Chang &
Borcherding, 1986).

2.1.3.6 Recording methods

A detailed record of the current method must show exactly how the work is

being done. This recording can be done in several ways. The most common uses the
stopwatch or interval timer. The study consists of recording the times for different tasks
or fractions of a task that a man or machine performs.
When observing activities of short duration with a stopwatch, on appreciable error is
accumulated if the watch is stopped, read, and started each time. This error can be
eliminated if the timer runs continuously. A second method of recording the activities of
a crew is time-lapse photography. This method consists of taking single pictures at
interval of one, two, three or four second for long periods. Exposures are made at
precise intervals so that elapsed times can be computed accurately as a product of the
number of pictures and the photographic time interval. The time-lapse camera has
proved an excellent means of collecting information and data for work- improvement
studies (Parker & Oglesby, 1972).

-11 -
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The camcorder technique offers a means to identify productivity problems and
provides a systematic procedure to resolve them. A video camera, being a more accurate
and superior data collection method, can take the place of several observers because it
captures all concurrent activities. The camcorder technique involves several steps:
Collection of video equipment, preplanning for the taping process, conducting
brainstorming sessions, analysis of recorded data, and development of recommendations
(Eldin & Egger, 1990).

2.1.4 Ildentification of possible factors affecting productivity in building

construction

Based upon the literature review, this study extracts various factors affecting
labor productivity in construction from the previous research studies. Some similar
factors were merged together, and some new factors were added. Factors do not take
into consideration any values. They are arranged on general criteria. Table 2.1 shows
various factors affecting labor productivity in construction extracted from previous
studies (Abo Mostafa, 2003).

Table 2.1: Factors affecting labor productivity in construction industry

Groups Factors Affecting Labor Productivity

1 Manpower issues

Increase of laborer age

Lack of labor experiences

Labor absenteeism

Labor personal problems

Labor dissatisfaction

Labor disloyalty

Misunderstanding among labor

Lack of competition

2 Leadership issues

Misunderstanding between labor and superintendents

Lack of labor surveillance

Lack of periodic meeting with labor

3 Motivation issues

Lack of financial motivation system

Lack of labor recognition programs

Non-providing of transportation means

Lack of place for eating and relaxation

-12 -
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Table 2.1 Cont...

Payment delay

Lack of training sessions

Time issues

Work overtime

Working for 7 days of week without holiday

Increasing No. of labor in order to accelerate work

Misuse of time schedule

Method of employment (using direct work system)

Materials /Tools issues

Material shortages

Equipment Efficiency

Unsuitability of materials storage location

Tool and equipment shortages

Supervision issues

Rework

Supervisors absenteeism

Inspection delay

Drawings and specifications alteration during execution

Project issues

Type of activities in the project

Construction method

Interference

Working in confined space

Complexity Due to Steel Bars

Floor area (m2)

Level of Building (Floor No.)

Number of Labor in project

Safety issues

Violation of safety precautions

Accidents

Unemployment of safety officer in construction site

Working at high place

Bad ventilation

Insufficient lighting

Noise

Quiality issues

Low quality of raw materials

High quality of required work

-13 -
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Table 2.1 Cont...

Inefficiency of equipments

10 External issues

Weather changes

Augmentation of Government regulations related to the construction sector

2.2 Artificial Neural Networks

2.2.1 Introduction

Artificial neural networks (ANNSs) offer an approach to computation that is
different from conventional analytic methods. ANNs are an information processing
technology that simulates the human brain, and the nervous system. Like the human
brain, neural networks learn from experience, generalize from previous examples to

new ones and abstract essential characteristics from inputs containing irrelevant data.

Networks components with names such as neurons (sometime referred to as
cells, unites, or nodes) and synaptic transmissions with weight factors are used to mimic
the nervous system in a way which allows signals to travel through the network in

parallel as well as serially.

The ANNSs will most likely never be able to duplicate completely the functions
of the human brain. Various ANN models have been proposed over the past decades

and impressive results have been obtained with some of the designs.

2.2.2 Artificial neural networks definitions and features

Artificial Neural Networks are computational devices. They can be either
implemented in the form of a computer chip or they can be simulated on conventional
serial computers. Most researchers and application developers simulate their neural

networks using software simulation.

Artificial neural networks are defined by many researchers such as:
e Tsoukalas and Uhrig (1997) defined the artificial networks as the following:
"A data processing system consisting of a large number of simple, highly interconnected
processing elements (artificial neurons) in an architecture inspired by the structure of

the cerebral cortex of the brain."

e Haykin (1999) defined Neural Network as the following:

-14 -
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“A Neural Network is a massively parallel distributed processor that has a natural

propensity for storing experiential knowledge and making it available for use.

e Picton (2000) defined the neural networks as the following:
"It is called a neural network because it is a neural of interconnected elements. These
elements were inspired from studies of biological nervous system. In other words,
neural network are an attempt to create machines that work in a similar way to the
human brain by building these machines using components that behave like biological

neurons."

e Kim, et al., (2004) defined Neural Network (NN) as a computer system that
simulates the learning process of the human brain that can be applied in many
industrial areas, including construction industries

e An artificial network consists of a pool of simple processing elements, which
communicate by sending signals to each other over a large number of weighted
connections (SPSS, 2007).

e According to Rumelhart et al. (1986), there are eight components of a parallel-
distributed processing model such as the neural network. These eight
components are the processing elements (PE) or neurons, the activation function
f, the output function, the connectivity pattern wi,R, the propagation rule, the
activation rule, the learning rule and the environment in which the system
operates cited by (Krose&Smagt, 1996).

e Processing element (Neuron): which mimic the biological nerve cell, or neuron
(Principe et al., 2010). NeuroSolutions divides the functionality of a neuron into
two disjoint operations: a nonlinear instantaneous map, which mimics the
neuron’s threshold characteristics; and a linear map applied across an arbitrary
discrete time delay, which mimics the neuron’s synaptic interconnections.

e Weight: is a parameter associated with a connection from one neuron i, to
another neuron j (Principe et al., 2010).

e Input unit: is a neuron with no input connections of its own. Its activation thus
comes from outside the neural net (Principe et al., 2010).

e Output unit: is a neuron with no output connections of its own. Its activation
thus serves as one of the output values of the neural net (Principe et al., 2010).

e Epoch: An epoch is a complete presentation of the training data to the network
(Principe et al., 2010).

-15 -

www.manaraa.com



e Bias: In feed-forward and some other neural networks, each hidden unit and
each output unit is connected via a trainable weight to a unit (the bias unit). As
shown in figure (2.1) the neuron has a scalar bias, b. The bias as simply being
added to the product wp as shown by the summing junction or as shifting the
function f to the left by an amount b. The bias is much like a weight, except that
it has a constant input of 1 (Beale et al., 2011).

Input Neuron w Vector Input

r N7 N\
where
gl R: number of elements
pi in input vector.
. n=w*p+b
P R
U/ ! J
a=f(Wp+b)

Figure 2.1: Typical structure of ANN (Beale et al., 2011)

Mechanism of ANNs
According to Ayed, (1997) neural networks are a series of interconnected
processing elements (artificial neurons) in a number of layers. NNs are trained using

available data to understand the underlying pattern see Figure 2.2.

INPUT HIDDEN OUTPUT
LAYER LAYERS LAYER

Predicted values

Target values

I Adjusted weights

Figure 2.2: General structure of neural network (Pawar, 2007).
The output of any layer provides the input to the subsequent layer and the
strength of the output is determined by the connection weights between the neurons of
-16 -
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two adjacent layers. Neural Networks able to learn from a set of examples to detect by
themselves the relationships that link inputs to outputs. During training, both the inputs
(representing problem parameters) and outputs (representing the solutions) are
presented to the network normally for thousands of cycles. At the end of each cycle, or
iteration, the network evaluates the error between the desired output and actual output.
Then use this error to modify the connection weights according to the training
algorithms used. See Figure 2.3. (Demuth et al., 2007).

Neural Network

———3p| including connections
(called weights)

Input between neurons Output

Compare

Adjust
weights

Figure 2.3: Correction of error using target data (Demuth et al., 2007).

After training, the network can be used to predict the solution for a new case not
used in training. For background information regarding neural network formulations,
mathematics and potential applications in constructions, the reader is referred to several
publications (Beale et al., 2011) (Kriesel, 2005) (Krose&Smagt, 1996) and (Demuth et
al., 2007).

2.2.3 How Do Neural Networks Work?

The working principles of the three-layered network with back-propagation are
shown in figure (2-4). Input information is presented to the ANN for each sample and
the specified target number given, if supervised training is used. During training, the
input layer broadcasts a pattern to all the hidden neurons. The system is then asked to
calculate an output value in a feed-forward way. The middle layer, which is hidden
from the outside, gives a critical computational ability to the system. The functioning of
the nodes is illustrated in figure (2-4). In a simple case the node receives only two
inputs X (1) and X (2), respectively, with corresponding weight factors W (1) and W
(2). The node calculates the sum, X(1)W(1) + X(2)W(2) and delivers an output value

-17 -

www.manaraa.com



obtained from a special sigmoid function, the activation functions, which can take on a
variety of forms. The output reached in this fashion is delivered to node is to the one
described above takes place. If the node is in the output layer the obtained value has
reach its final destination. The pattern of connectivity or the network topology specifies
how each node is connected to the other units in the network. The strength of each
connection is represented by a real number (weight) (Boussabaine, 1996).The difference
yields the system output error. At this stage, the system has to decide whether further
learning is required. This is accomplished by comparing the obtained total difference
with a specified acceptable error given by the system developer. If the decision is to
continue, the output neurons calculate the derivatives of the error with respect to the
weights and the result is sent back through the system to all the hidden neurons. Each
hidden neuron calculates the weighted sum of the error. Then, each hidden-layer neuron
and output —layer neuron change their weights to compensate for the corrections. Once
the weights have been changed, the feed-forward computation starts all over again. New
output values are obtained and the cycle continues until a desired result is obtained. At
this stage, we can say that the training of the system is complete and the testing phase
can start. The system can now be used to predict the outcome of an input not previously
seen by the ANN.

Output Layer
Hidden Layer
Input Layer

Feed-forward Back propagation Feed-forward

Connection Weight i Connection —» Neurons O

:Weight
X (1) W) ,

Input Output = f}Sym) =1/1+?Y
X (2) W (2) q;ght (Sigmoidal activation function)

Figure 2.4: Activities at the Neural Network Node (Boussabaine, 1996)
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2.2.4 Structures of neural networks
2.2.4.1 Introduction

There are many types of neural networks, but all have three things in common.
A neural network can be described in terms of its individual neurons, the connections

between them (topology), and its learning rule (Lawrence, 1994).
2.2.4.2 Artificial Neurons

Both biological and artificial neural networks contain neurons, real or simulated.
These neurons have many connections to each other that transfer information. The

knowledge of a network is distributed across the interconnections between the neurons.

Anrtificial neurons are also called processing elements, nodes, units, or cells.
Each neuron receives the output signals from many other neurons. A neuron calculates
its own output by finding the weighted sum of its inputs, generating an activation level
and passing that through an output or transfer function. The point where two neurons
communicate is called a connection (analogous to a synapse). The strength of the

connection between two neurons is called a weight (Lawrence, 1994).

2.2.4.3 Layers

A neural network consists of layers of neurons that are connected to each other.
The details of how the neurons interconnect represent some of the more important
choices to be made when building a neural network. Some of the neurons will be used
to communicate with us, the outside world. Some of the neurons communicate only
with other neurons. They are the hidden neurons. Neurons are located in one of three
types of places: the input layer, the output layer, or the hidden layers (Lawrence, 1994).

Figure 2.5 illustrates a multilayered ANNs with three layers. These consist of a
number of nodes or neurons with each of the nodes in one layer linked to each node in
the next layer. The communication with the outside world occurs through the nodes of

the input and output layers.
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Input Layer Hidden Layer

X1 Output Layer
Outside World — > ¢ > Outside World
X2 Connection Wires
\Node/' Connection weights

Figure 2.5: An Artificial Neural Network with three layers (Boussabaine, 1996).

2.2.5 Activation functions

Activated functions experimentally change based on the placed independent
variables in model and expected outputs (Attal, 2010).The activation function performs
a mathematical operation on the signal output. Depending upon the type of input data
and the output required (Kriesel, 2005). Over the years, the researchers tried several
functions to convert the input into output, various mathematical functions have been
used as activation functions, These functions can take many forms: Linear, Logistic, and
tangent, etc. Most commonly used are threshold function (Hard limit), sigmoid function,
tanh function, and Bias function, etc. (Nygren, 2004; Principe, et al., 2010). Figure 2.6
presents the most three activation functions

1 1
. -1

_ 0f 1 7 = { 11 net>0
1 4+ exp(—anet) —1 net < 0
tanh sigmoid threshold

f = tanh(anet) f

Figure 2.6: Three of the most commonly used transfer functions (Principe et al., 2010).

2.2.6  Normalization and denormalizationdata

Before starting the training phase It is usually necessary to scale the data, or
normalize it to the network's paradigm (Kshirsagar&Rathod, 2012), Gunaydin &
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Dogan, (2004) stated that data is generally normalized for the purpose of confidentiality
and for effective training of the model being developed, where the input data must be
normalized between an upper and lower bound (Principe et al.,, 2010). The
normalization of training data is recognized to improve the performance of trained

networks
2.2.7 Architecture of Neural Networks

Neural networks can be categorized according to their structure into feedforward
networks and recurrent networks cited by (Pawar, 2007). Figure 2.7 explains the
structural classification of neural networks.

Structural Categorization

FeedForward Network Recurrent Network

Multi-Layer

Hopfield N k
Preceptron (MLP) opfield Networ

General FeedForward

(GFF) Jordan Network

...etc. Eleman Network

Figure 2.7: Structural classification of neural networks (Pawar, 2007).

e Feedforward Networks

A feedforward neural network has a layered structure. Each layer consists of PE's
which receive their input from PE's in the previous layer directly and send their output
signals to the next layer. The flow of information is unidirectional. There are no
connections within a layer. The PE's in one layer are connected to the PE's in the next

layer as shown in Figure 2.8.

MLPs are feedforward neural networks trained with the standard backpropagation
algorithm. They are supervised networks so they require a desired response to be trained
(Kim et al., 2005). They learn how to transform input data into a desired response, so
they are widely used for pattern classification. Most neural network applications involve

MLPs. There are two important characteristics of the MLP:
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Input Hidden Layer Output
Layer

Figure 2.8: A feedforward with | layers of units (Dikmen & Akbiyikli, 2009).

First, its PEs is nonlinear. The nonlinearity function must be smooth (the logistic

function and the hyperbolic tangent are the most widely utilized).

Second, they are massively (fully) interconnected such that any element of a
given layer feeds all the elements of the next layer.The perceptron and the multilayer
perceptron are trained with error correction learning, which means that the desired
response for the system must be known. This is normally the case with pattern
recognition (Principe et al., 2010).GFF nets are a special case of MLP such that

connections can jump over one or more layers see Figure 2.9.

Hidden layers

Figure 2.9: General FeedForward networks structure (Principe et al., 2010).

Therefore, the generalized feedforward networks often solve the problem much
more efficiently. A classic example of this is the two-spiral problem. Without
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describing the problem, it suffices to say that a standard MLP requires hundreds of
times more epochs of training than the generalized feedforward (for the same size
network). The advantage of the GFF network is in the ability to project activities
forward by passing layers. The result is that the training of the layers closer to the input

becomes much more efficient (Principe et al., 2010).

e Recurrent Networks
A recurrent neural network (RNN) distinguishes itself from a feedback loops. It has at
least one feedback loop. RNN have a closed loop in the network topology. They are
developed to deal with the time varying or time-lagged patterns and are usable for the
problems where the dynamics of the considered process is complex and the measured
data is noisy (Kriesel, 2005) and (Krose&Smagt, 1996). Example of the architectural
graph for RNN see Figure 2.10.

links

Figure 2.10: Recurrent neural network (Principe et al., 2000).

2.2.8 Algorithms used for training ANN

Pham and Liu (1995) have classified neural networks according to the learning
algorithm used to train the network into supervised learning networks, reinforcement
learning networks and unsupervised learning networks cited by (Pawar, 2007). The
figure below represents the hierarchical classification of learning algorithms. In the
supervised learning method, the network is provided with input and output, the network
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adjusts the weights after comparing the results from the network with the output to
minimize the error. In reinforcement learning, the network is not provided with the
output but it is informed if the output is a good fit or not (Karna, 1989). Pham and Liu
(1995) said that in the unsupervised learning method, input is provided to the network,
which adjusts the weights and segregates the input patterns into clusters with similar
characteristics cited by (Pawar, 2007).

The error is propagated through the network and the network parameters
modified it in an automated fashion. The gradient descent learning is the most common
in supervised learning scheme (Principe et al., 2010). The back-propagation algorithm,
which is essentially a gradient steepest descent method, is applied for training the ANN
models (Lee &Ou-Yang, 2009).

There are many methods for searching the performance surface based on first
order gradient information (e.g., Levenberg-Marquardt and Momentum for
backpropagation algorithm) (Principe et al., 2010).

Neural Network
Learning Algorithms

Supervised Learning Reinforcement Learning

(Error Based) (Output Based) Unsupervised Learning

. Error Correction . .
Competitive Hebbian
Stochastic Gradient Descent P
Least Mean .
Square BackPropagation

Figure 2.11: Classification of learning algorithms (Pawar, 2007)

The Levenberg-Marquardt (LM) algorithm is one of the most appropriate
higher-order adaptive algorithms known for minimizing the MSE of a neural network
(Principe et al., 2010). Momentum learning is an improvement to the straight gradient-
descent search in the sense that a memory term (the past increment to the weight) is

used to speed up and stabilize convergence (Principe et al., 2000).
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e Backpropagation algorithm

Backpropagation is a common method of teaching artificial neural networks, which
uses supervised learning. In principle, backpropagation algorithm is used to imply a
backward pass of error to each internal node within the network, which is then used to
calculate weight gradients for that node (Principe et al., 2010). The combination of
weights, which minimizes the error function, is considered a solution of the learning
problem (Rojas, 1996).

Rumelhart and McClelland, (1986) mentioned that backpropagation algorithm is
used in layered feed-forward ANNSs. This means that the artificial neurons are organized
in layers, and send their signals “forward”, and then the errors are propagated
backwards. The network receives inputs by neurons in the input layer, and the output of
the network is given by the neurons on an output layer. There may be one or more
intermediate hidden layers. The backpropagation algorithm uses supervised learning,
which means that we provide the algorithm with examples of the inputs and outputs we
want the network to compute, and then the error (difference between actual and
expected results) is calculated. The idea of the backpropagation algorithm is to reduce
this error, until the ANN learns the training data. The training begins with random

weights, and the goal is to adjust them so that the error will be minimal.
2.2.9 Performance measures

The Performance Measures is important to evaluate models, there are five values

that can be used to measure the performance of the network for a particular data set.

e Mean Square Error (MSE):

According to Principe et al., (2010) mean square error measures the average of the
squares of the "errors". The error is the amount of value difference between the network
output and the desired output. The formula for the mean squared error is:

5,:0 Zév=0(dij - Yij)z

MSE =
NP

(2.1)
Where:

P= number of output PEs.
N= number of exemplars in the data set.
yij= network output for exemplar i at PE j.

dij= desired output for exemplar i at PE j.
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¢ Normalized Mean Square Error (NMSE):
According to Principe et al., (2010) the normalized mean squared error is defined by

the following formula:

NMSE — P XN X MSE 22)
P (N Zy:o(diz»_(gv:o di]’)z) .
j=0 N
Where:

P= number of output PEs.

N= number of exemplars in the data set.
MSE= mean square error.

dij= desired output for exemplar i at PE j.

e Correlation Coefficient (r):

According to Principe et al., (2010) the size of the mean square error (MSE) can be
used to determine how well the network output fits the desired output, but it doesn't
necessarily reflect whether the two sets of data move in the same direction. For
instance, by simply scaling the network output, we can change the MSE without
changing the directionality of the data. The correlation coefficient (r) solves this
problem. By definition, the correlation coefficient between a network output x and a

desired output d is:

Ti(x;—x)(d;—d)
r = N (2.3)

/zi(di—af 3 —%)?
N N

The correlation coefficient is confined to the range [-1,1]. When r =1 there is a

perfect positive linear correlation between x and d, that is mean x and d vary by the
same amount. When r=-1, there is a perfectly linear negative correlation between x and
d, that means they vary in opposite ways (when x increases, d decreases by the same
amount). When r =0 there is no correlation between x and d, i.e. the variables are called

uncorrelated. Intermediate values describe partial correlations. (Principe et al., 2010).
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e Mean Absolute Error (MAE):
According to Willmott and Matsuura, (2005) the MAE is defined by the following

formula:
P SN |dy.. —dd.::
MAE = 2j=o Zl_ollvg’u lJl (2.4)
Where:

P= number of output PEs.
N= number of exemplars in the data set.
dyij= denormalized network output for exemplar i at PE j.

ddij= denormalized desired output for exemplar i at PE j.

e Mean Absolute Percentage Error (MAPE):
According to Principe et al., (2010) The MAPE is defined by the following formula:

P N
MAPE = — _— 2.
NPZZ dd;,; (22)

j=0i=0
Where:
P= number of output PEs.
N= number of exemplars in the data set.
dyij= denormalized network output for exemplar i at PE j.

ddij= denormalized desired output for exemplar i at PE j.

Note that this value can easily be misleading. For example, say that your output
data is in the range of 0 to 100. For one exemplar your desired output is 0.1 and your
actual output is 0.2. Even though the two values are quite close, the percent error for
this exemplar is 100 (Principe et al., 2010).

After several studies were reviewed, then this research considered Hegazy and
Ayed, (1998) methodology in determining the total MAPE. Training phase were
represented fifty percent of the total MAPE likewise the test set is equal the remaining

fifty percent. Total Accuracy Performance (TAP) can be calculated by the following

formula:

TotalMAPE

_ (MAPE7, X Ny + MAPE;y X Ncy)/(Nrr + Ney) + MAPE e, (2.6)
2

Where:
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MAPETr = Mean absolute percentage error for training data set.

NTr = number of exemplars in the training data set.

MAPEC.V = Mean absolute percentage error for cross validation data set.
NTr = number of exemplars in the cross validation training data set.

MAPETest = Mean absolute percentage error for test data set.

e Accuracy Performance (AP):

According to Wilmot and Mei, (2005) Accuracy performance is defined as
(100-MAPE) %. Total Accuracy Performance (TAP) can be calculated by the
following formula:

TAP = 100 — Total MAPE (2.7)

e Sensitivity analysis measures
Once the ANN model was built and tested, the next step is to evaluate the
influence of each input variable to the output. This serves as feedback, indicating which
input channel has a significant effect. One might decide to remove input variables with
less significance to reduce complexity of the ANN model and to save time on training
(Sodikov, 2005) and (Gunaydin & Dogan, 2004).

During sensitivity analysis, the corresponding change in the output for any input
is recorded as a column then the standard deviation for this column is calculated

according to the following formula:

— ¥)2
= /% (2.8)

Where:

X: is the output value.

x

- is the mean of the output values.

>

. is the number of the outputs in the sample.

This is very easy to compute in the trained network and effectively measures
how much a change in a given input affects the output across the training data set.
Inputs that have large sensitivities have more importance in the mapping therefore, there
should be kept but the inputs with small sensitivities can be discarded (Principe et al.,
2000).
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2.2.10 Advantages and disadvantages of ANN

Artificial neural networks have many advantages that made it increasingly used in
several applications by many researchers. Some of these advantages can be summarized
below:

e ANN is well suited to model complex problems where the relationship between

the model variables is unknown (Shahin et al., 2002).

e Neural networks have the capability of producing correct or nearly correct
outputs when presented with partially incorrect or incomplete inputs.

e ANN does not need any prior knowledge about the nature of the relationship
between the input/output variables, which is one of the benefits that ANN has
compared with most empirical and statistical methods (Shahin et al., 2002).

e ANN can always be updated to obtain better results by presenting new training
examples as new data become available (Shahin et al., 2002).

o Artificial Neural Networks have the advantage that it gives you the output
without the need to perform any manual work such as using tables, charts, or
equations. It is often faster to use NNs than a conventional approach (Attal,
2010).

Engineers often deal with incomplete and noisy data, which is one area where

ANN is most applicable.
e ANN can learn and generalize form examples to produce meaningful solutions
to problems.
e Data presented for training ANN can be theoretical data, experimental data,
empirical data based on good and reliable experience or a combination of these.
Although the artificial neural networks have advantages, on the other hand there are
disadvantages. Some of these are listed below:

e The principal disadvantage being that they give results without being able to
explain how they were arrived to their solutions. Their accuracy depends on
the quality of the trained data and the ability of the developer to choose truly

representative sample inputs.
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e Trial and error method is the best solution to obtain the formula to decide what
architecture of ANN should be used to solve the given problem and which
training algorithm to use. One looking at a problem and decide to start with
simple networks or going on to complex ones to get the optimum solution is
within the acceptable limits of error.

e There is no guideline for designing; the performance depends on large training
data (Khatibi & Jawawi, 2010).

2.2.11 Applications of artificial neural networks

The neural networks described earlier can be used for the efficient modeling of
some problems in construction that are frequently treated in current practice based on
analogy with past-related experiences. Some potential areas of neural network

applications include (Mosilhi et. al., 1991):

1. Selection between alternatives. For example, a pattern representing the soil
conditions of a construction site could be associated with an approximate value
for the bearing capacity, degrees of suitability of different types of foundation,
appropriate dewatering methodology, and so on. Other examples include

formwork and equipment selection.

2. Estimation and classification. For example, a pattern representing a protect
environment could associate an estimated productivity factor or select one of tile
existing productivity classes, representing different performance levels of a
certain trade. As another example, a project deformation pattern could associate
estimated values for the schedule and the cost indices. Probability and

percentage of cost overruns could also be estimated.

3. Function synthesis, such as optimum markup, estimation under different bid

situations.

4. Diagnostic problems such as those encountered in building, and facility defects
and the needed establishment of causation in construction dispute man

agreement and their respective claim analyses.

5. Dynamic modeling. For example, construction projects with varying
performance levels measured in the different reporting periods could
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indicate a projection of relative time and/or cost overruns. Another
example is modeling during periods of rapid fluctuations in inflation or
escalation rates. These data could be used to give an indication about the
market condition so that proper bidding decisions could be made.

6. Optimization tasks. For example, applications regarding the optimization of
construction activity and resource usage could be experimented.

7. Real-time applications such as those associated with time-dependent changes

(e.g. material costs, inflation, rate, etc.).
2.2.12 Neural network applications in construction management

Applications of ANNSs in construction management go back to the early 1990s.
These applications cover a wide of topics. There are many applications of ANN in the
field of construction management for predicting labor productivity.

The following section demonstrated some of these applications. For example
Chao and Skibniewski (1994) developed two ANN modules for estimating excavation
capacity based on job conditions and estimating excavator efficiency based on the
attributes of operation elements. The training data were generated from a desktop
excavator model and a simulation program. The output of the first module, excavator
cycle time, is used as an input to the second module. The outputs of the second module
include hourly productivity plus the mean and standard deviation. Test results show that
the NN approach can produce a sufficiently accurate estimate with a limited data-
collection effort, and thus has the potential to provide an efficient tool for construction
productivity estimation. This work is limited because the number of hidden layers was
fixed and there was no search for the optimum set-up of ANN parameters. However, it
demonstrated the potential for applying neural networks to estimate the construction

operation productivity.

Murtaza and Fisher (1994) described a model for decision making about
construction modularization using ANNSs. The decision is based on factors such as plant
location, project risks etc. The neural network is trained using 40 cases collected from
several engineering and construction firms and owner firms of industrial process plants,
and the performance of the model is tested on ten separate cases. The validation tests

showed that the ANN decisions were accurate.
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Rifat (1996) has done construction labor productivity modeling using neural
networks and regression analysis. Factors influencing construction operations have been
identified and construction productivity of concrete pouring, formwork, concrete
finishing and granular fill have been calculated to developed feed forward back
propagation neural networks. These models have been proved to provide more accurate

results with less error as after comparing with regression models.

Portas and Abou-Rizk (1997) presented an approach based on artificial neural
network to estimate construction productivity for concrete formwork tasks. The system
utilizes historical information and input from experienced superintendents employed by
a leading construction general contractor. A number of alternatives neural network
structures were investigated, the adopted one was a three-layered network with a fuzzy
output structure it was found that this structure provided the most suitable model since
much of the input was subjective. The model was compared to an existing statistical
model developed by the same contractor and was found to improve the quality of the

estimates attained.

Sonmez and Rowings (1998) presented a methodology based on the regression
and neural network modeling techniques for quantitative evaluation of the impact of
multiple factors on productivity. The methodology was applied to develop productivity
models for formwork, and concrete finishing tasks,
using data compiled from eight building projects. Brain-Maker professional,
commercially available neural network simulator, was used to train the model. The
predictive behavior of the models was compared with previous productivity studies

model results, advantages of the methodology, and study limitations are discussed.

Lu et al. (2000) discussed the derivation of a probabilistic neural network
classification model and its application in the construction industry. The probability
inference neural network (PINN) model was based on the same concepts and those of
the learning vector quantization method combined with a probabilistic approach. The
classification and prediction network were combined in an integrated network, which
required the development of a different training and recall algorithm. The PINN was
tested on real historical productivity data at a local construction company and compared
to the classical feed forward back-propagation neural network model. The test showed

marked improvement in performance and accuracy.
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Ming (2000) has estimated labor productivity using probability inference neural
network which is the extension of neural network model developed by Jason in 1996 for
estimating productivity of formwork activity. In this research classification and
prediction models have been developed using kohenon learning vector quantization
network and feed forward back propagation neural network. After classifying typical
and non typical activities through kohenon classification network probabilistic inference
neural network used to predict productivity of formwork activity with point estimates as

an output along with the zones of production rates describing range of productivities.

AbouRizk et al. (2001) developed neural network model that enables an
estimator to produce accurate labor production rates (labor/unit) for industrial
construction tasks such as welding and pipe installation. This study first reviews factors
that were found to affect labor production rates on industrial construction tasks, current
estimating practices and their limitations, and the process followed in collecting
historical production rates. An artificial neural network model is then described. The
model is composed of a two-stage artificial neural network, which is used to predict an
efficiency multiplier (an index) based on input factors identified by the user. The
multiplier is then used to adjust an average production rate given in man-hours/unit for
use on a specific project. Estimates of production rates from the new approach are

compared to the existing estimating practices.

Tam et al. (2002) developed a quantitative model for predicting the productivity
of excavators using artificial neural network (ANN), which is then compared with the
multiple regression model developed by Edwards & Holt (2000). Neural network using
the architecture of multilayer feed forward (MLFF) is used to model the productivity of
excavators. The results showed that the ANN model is suitable for mapping the non-
linear relationship between excavation activities and the performance of excavators. It
concludes that the ANN model is an ideal alternative for estimating the productivity of

excavators.

Wanous et al. (2003) used a model of neural network as a tool on bid/no bid
decision-making process. This model was based on the findings of a formal
questionnaire through which key factors that affect the ‘bid/no bid’ decision were
identified and ranked according to their importance to contractors operating in Syria.

The model offers a simple and easy-to-use tool to help contractors consider the most
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influential bidding variables and to improve the consistency of the bid/no bid decision-
making process.

Ling and Liu (2004) used neural network technique to construct a model to
predict performance of design-build (DB) projects; this model is tested using data from
five new projects. Sixty-five factors that may affect DB project success are identified.
This study 5nds that six performance metrics can be predicted with a reasonable degree
of accuracy: project intensity; construction and delivery speeds; turnover, system and
equipment quality. To ensure project success, contractors should have adequate staffing
level, a good track record for completion on budget, and ability in financial
management and quality control. Consultants should have a high level of construction
sophistication, and have handled DB projects in the past. Clients also play an important
part in ensuring DB project success. They would need to have construction experience

and handled DB projects in the past.

Moselhi et al. (2005) has developed a model using neural network for estimating
change order impact on labor productivity. By doing field investigation change order
factors that affect labor productivity has been identified. Artificial neural network has
been developed to predict the productivity loss occurred due to the impact of the change
orders on construction operations. Neural network provides better results as compare to
the other models that have been developed using different softwareSamer (2006) has
estimated construction labor productivity for concreting activities using neural
networks. Factors affecting concreting activities have been identified using
questionnaire survey. Three networks using feed forward back propagation neural
networks using hyperbolic tan transfer function have been developed for formwork
activity, steel fixing and concrete pouring activities. These networks show adequate

convergence with reasonable generalization capabilities.

Sana et al. (2011) used feed forward back propagation neural network to
estimate the rates with least range of errors for Production rates of concreting the
columns and influencing factors have been measured through Direct Observation from

Malaysian construction Industry.

Al-Zwainy (2012) used Back propagation Feed-forward neural networks for

productivity estimation of the finishing works with stone tiles for building project.
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Chapter summary

As mentioned above, many researchers have used ANN for modeling production
rates of different construction activities which includes concrete pouring, installing
formwork, welding and installation of pipes etc. These researchers have taken more
than one activities at a time, thus an influence on the production rate of individual
activity has not being clearly identified and usually neglected. If influence of various
factors on production rates of a single activity can be identified then prediction

modeling can be done more accurately.

However, until now there is no research in Gaza Strip applied ANNSs technique
to predict the production rate for pouring concrete slab. Therefore, ANNSs as an essential
tool that used in construction industry was be used to build up the prediction model for

labor productivity in casting concrete slabs.
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Chapter 3: Research Methodology and Data Collection

3.1 Introduction

This chapter shows the data collection procedure and methodology used in this
research. It provides information about the research strategy, questionnaire design,
target population, survey samples, sample size and pilot study of the research
questionnaire, factors affecting labor productivity, and process of data collection and

analysis.
3.2 Research Strategy

The research strategy can be defined as "the way in which the research objectives
can be questioned. The research strategy can be classified into two types namely,
quantitative approach and qualitative approach” (Naoum, 2007). In this study, both
quantitative and qualitative approaches were used. The qualitative approach was used to
determine the main factors affecting the labor productivity for casting concrete slab in
construction project in Gaza Strip. In addition, quantitative approach was used to gather
the data from resources by filling a form for each project, which contains the input

factors and the duration for each slab as output.
3.3Research Design

1. The purpose of this research is to develop ANN model to be used in estimating
the labor production rate for formwork, reinforcement and casting concrete slab
in building projects.

The methodology of this study can be summarized in the following points:
3.3.1 Topic selection and thesis proposal phase

After defining the problem of the research, the exact topic was defined. The
objectives of research were based on the problem of research and the topic. Finally,

the research plan was designed.
3.3.2 Literature review phase

A comprehensive review of literature on productivity and neural networks was

performed. It was also necessary to conduct interviews with project managers and
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site engineers to identify the most effective factors affecting the labor production
rate.

3.3.3 Questionnaire design phase

In this section, the questionnaire investigating the most effective factors
affecting the labor production rate for casting concrete slab was designed in order to

collect the data from many projects in Gaza Strip.
3.34 Pilot questionnaire phase

The next phase of the research was pilot study. Contractors and engineers were
contacted. The purpose of the pilot study is to prove that the questions are clear to
be answered in a way that helps to achieve the target of the questionnaire. In
addition, it was important to ensure that all the information received from the
respondents would be useful in achieving the research objectives; the questionnaire

was modified based on the results of the pilot study.
3.35 Data collection phase

A second questionnaire was made to collect the real data from many projects in
Gaza Strip for the most effective factors resulting from the first questionnaire.
Neural networks models require a lot of data. Therefore, a lot of historical
productivity record for one hundred and seven questionnaires were collected from
one hundred and ten to present real data for duration from the beginning of
formwork to the casting day. All of this construction projects were done between
2009 and 2013 in Gaza Strip. The projects data were collected from direct
observation and daily reports of contractors and consultants. Then, the data was

analyzed, encoding and input to excel sheets to developing ANN model.
3.3.6 Model development phase

Conducting a number of experiments to develop a model of ANNSs using
NeuroSolution 5.07 application, to achieve the best model that gives minimum
percentage of error. Many models were implemented with various structures and
were trained many times with checking the validity. The final models were tested

and the results were presented through comparison between models performance to
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choose the best. The sensitivity of the best model predictions has been assessed by

variation in the project parameters.

3.3.7 Conclusion and recommendation phase

In this stage, the content of the thesis was written and the research chapters were

covered. Moreover, the research was summarized in the conclusion section with

recommendations.

The approach used to achieve the study objectives can be summarized as shown in

Figure 3.1.
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Figure 3.1: lllustration of study methodology
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3.4 Questionnaire Design

According to literature review related to the concern subject and after discussions
with the supervisor and interviewing sample of contractors, a well designed
questionnaire was developed with mainly closed ended questions. The questionnaire
was built from two sections that cover the main questions of the study. The first section
is related to the company profile and some information about the project. This section
includes 16 questions about companies' name, project name, project duration, project
location, floor area, number of floor, floor height, slab thickness, number of crew,
number of labor in each crew, working hours per day at site, classification of the
company, the position of officer who fills the questionnaire, number of company's
employees, number of executed projects during the last five years, and average value of

executed projects per year during the last five years.

The second section is related to factors negatively affecting labor productivity. It
includes 10 groups of factors such as manpower issues, leadership issues, motivation
issues, time issues, materials / tools issues, supervision issues, project issues, safety
issues, quality issues, and external issues. The original questionnaire was developed in
English language. English language questionnaire is attached in (Annex 1). In order to
avoid any misunderstanding. The questionnaire would be much effective and easier to
be understood and to get more realistic results, the questionnaire was translated to the
Arabic language and the Arabic language questionnaire is attached in (Annex 2). An
explanatory letter was attached to explain the way of responding, the aim of the study
and the security of the information. A draft questionnaire was designed with the help of
supervisor. This draft was discussed with a group of specialists. They advised some
changes such as modifying the wording of some questions. Some of them recommended
adding questions. Some of them also recommended changing the answer options in
questions. Other changes were also made after the pilot study to clarify confusion and

ambiguity reported by the pilot study subjects.
3.5Research Population

The studied population includes contractors who have a valid registration by the
Palestinian Contractors Union (PCU) in buildings specialization in Gaza Strip at year
2012. The total number of contractors who have valid registration under first, second
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and third category are 154 companies. The first class has56 companies, the second class
has 65 companies, and the third class has 33 companies.

3.6 Sample Size

A systematic random sample to ensure a representative sample of all contractors was
selected. To choose the sample size from the population (contracting companies), which
equal 154 company, the formula shown below was used for unlimited population
(Creative Research System, 2001):

Z?XPx(1-P)
S = B

Where:
SS = Sample size
Z = Value (e.g. 1.96 for 95% confidence level)
P = Degree of variance between the elements of population (0.5)
C = Confidence interval (.05).

1,967 x 0.5 x (1 — 0.5)

5S 0.052

= 384.16 = 385

Correction for Finite Population, use the formula below:

NewSS okl
ewssS = ————
1+ SS5—-1
POP
Where:
POP= population
NewSS = ———=— =110
1+ 385—-1
154

This means that the questionnaire should be distributed to 110 contractors in

order to achieve 95% confidence level
3.7 Sampling Method

The samples were selected randomly from each level of three contractor's
categories. The contractor's union list is ordered by the company number, three lists of
contractors were prepared to represent the first, second, and third categories. The
randomly selection among three lists was done by the researcher using non-replacement

random selection.
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3.8 Instrument Validity

The questionnaire was reviewed by a group of experts in the field of the study. They
were requested to identify the internal validity and to what extent it was suitable to be
used as an instrument to realize the goals and aims of this research. The group of
experts has agreed that the questionnaire is suitable to achieve the studying goals with
some amendments. The researcher has made these amendments in the structure and

language of the questionnaire to be consistent with the local environment.
3.9 Pilot questionnaire

In order to enforce the research, the used survey instrument should be piloted to
measure its validity and reliability and test the collected data. The pilot study was done
by distributing the prepared questionnaire to panels of experts — having experience in
the same field of the research- to collect their remarks on the questionnaire. The pilot
study was done before collecting the final data of the whole sample. A pilot study
provides a trial run for the questionnaire, which involves testing the wording of
question, identifying ambiguous questions, testing the techniques that used to collect
data and measuring the effectiveness of standard invitation to respondents
(Naoum,2007). The piloting process was conducted through many interviews with the
concerned specialist from different organizations and they were provided with an
explanation about the inclusion of the data and the objectives of this study and had been
asked to fill the questionnaire, the respondents were given the opportunity to add their
suggestions about the questionnaire form and contents. All the suggested modifications
and comments were discussed with the supervisor before taking into consideration. The
piloting stage served to increase the effectiveness of the questionnaire. Items that had
weak reliability were either deleted or combined. At the end of this process, the agreed
changes, modifications and addition were introduced as well as the final form of the

guestionnaire was constructed.
3.10 Data Measurement

In order to be able to select the appropriate method of analysis, the level of
measurement must be understood. For each type of measurement, there are an
appropriate methods that can be applied and not others. In this research, ordinal scales
were used. Ordinal scale as shown in Table 3.1 is a ranking or a rating data that
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normally uses integers in ascending or descending order. The numbers assigned to the
important (1, 2, 3, 4, 5) do not indicate that the interval between scales are equal, nor do
they indicate absolute quantities. They are merely numerical labels. Based on likert
scale illustrates the ranking order. Table 3.1 (Cheung et al., 2004; lyer and Jha, 2005;
Ugwu and Haupt, 2007)

Table 3.1: Ordinal scale used for data measurement

Very High . Medium Very Low
Item offect High effect offect Low effect offect
Scale 5 4 3 2 1

The Relative Importance Index method (RII) is used here to determine the most
important factors that affect on labor productivity in casting concrete slab in
construction projects in Gaza Strip. The relative importance index computed as (Cheung
et al., 2004; lyer and Jha, 2005; Ugwu and Haupt, 2007):

5ns +4n, + 3n3 + 2n, + Iny
5N

Relative Importance Index (RII) =

Where:
N = the total number of respondents
nl = number of respondents who answered "Very Low effect"”
n2 = number of respondents who answered "Low effect"
n3= number of respondents who answered "Medium effect"
n4 = number of respondents who answered "High effect"

n5 = number of respondents who answered "Very high effect"

The importance index (1) for all factors had been calculated. The indexes had

been ranked. The relative importance index range is from zero to one.
3.11 Data Collection

Data was collected quantitatively by the study survey instrument which was the
prepared and piloted questionnaire. The personal interview was used for filling the

questionnaire and collecting data.

1. The first questionnaire was made to identify the most important factors which
influencing the labor production rates for casting concrete slab. The targeted
sample, which were selected are 110, however 92 (84%) respondents returned

the questionnaires, and just 77 (70%) of the received questionnaires were fully
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completed so they were accepted for the analysis, while 15 incomplete
questionnaires were neglected. As shown in table 3.2

Table 3.2: Number of the questionnaire respondents and response rate.

Type Sample No. of Response Accepted
size Respondents rate guestionnaire
Contracting 110 92 84% 77

2. Respondents are required to mark each factor on the likert scale of 1 to 5 where
1 means Very Low effect and 5 means Very high effect, according to their
importance in influencing labor productivity in formwork, reinforcement and

casting concrete for slabs.

3. For identification of the most effective factors based on the questionnaires
returned, the relative importance index (RII) for all factors was calculated and
analyzed. The researcher determined the most effective factors which have RII

more than 0.75Analysis and calculating RII is attached in (Appendix A).

4. After determining the most effective factors, the designing of second
questionnaire was performed for collecting real data from project sites. The
English and Arabic version of this questionnaire are presented in (Annex 3,4).
The factors in this questionnaire were divided into two categories: quantitative
and qualitative factors. Quantitative data comprised actual numerical values;
qualitative data was mainly rating and descriptions. Qualitative ratings were

typically on a scale from very low to very high..

5. The personal interview was used for filling the second questionnaire to get
accurate and real data, from daily report in construction projects.

6. One hundred and seven questionnaires were collected to present real data for
duration from the beginning of formwork to the casting day. All of the collected

data are presented in (Appendix B).

7. Neurosolution Software version 5.07 was used to develop and train the neural
networks model. A number of alternative neural network structures were

investigated to obtain the minimum percentage of error.
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Chapter 4: Results and Analysis

Factors affecting labor productivity in building projects

In fact, one of the most significant keys in building the neural network model is
identifying the factors that have real impact on the labor productivity for casting
concrete slabs in building projects. Depending on this great importance of selecting
these factors, a questionnaire survey, were conducted to identify these factors for
building projects in Gaza Strip. This chapter describes the results that have been

obtained from field study and analysis of the questionnaire using Microsoft excel.

Questionnaire Analysis

One hundred and ten questionnaires were distributed to three category of
contracting companies, where, seventy-seven questionnaires, at a response rate 70% of
the total number of questionnaires, have been correctly answered. After omitting
incomplete or inaccurate data, the seventy-seven questionnaires were identified. More

details and analysis are discussed in this section for the questionnaire results

4.1 Part One: General Information

This part of questionnaire is related to the company profile and provides information
about characteristics of target companies and projects.

4.1.1 Project duration

As shown in Table 4.1, most of projects have duration between 7and 12 month, which
indicate that most of project has duration less than one year.

Table 4.1: Frequency and percent of duration for projects

Duration Frequency | Percent %
From 1 to 6 month 17 22.1%
From 7 to 12 month 51 66.2%
From 13 to 19 month 5 6.5%
More than or equal 20 month 4 5.2%
Total 77 100%
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4.1.2 Project location

As shown in Table 4.2, most of projects were located in Gaza city and few of them in
south area, which reflect the importance of Gaza city and it's contain for most of project,
because it’s the backbone for economic and construction industry.

Table 4.2: Frequency and percent of project location

Projects locations Frequency | Percent %
North area 17 22.1%
Gaza area 37 48.1%
Middle area 16 20.8%
South Area 7 9%
Total 77 100%

4.1.3 Floor area (m2)

As shown in Table 4.3, approximately 70% of the projects have a floor area less than
1000 m2, this result indicate that majority of executed projects have a medium size.
Table 4.3: Frequency and percent of floor area for projects

Floor area (m2) Frequency | Percent %
From 100 to 500 m2 28 36.3%
From 501 to 1000 m2 26 33.8%
From 1001 to 1500 m2 11 14.3%
More than 1500 m2 12 15.6%
Total 77 100%

4.1.4 Number of floors

As shown in Table 4.4, 62.3% of the projects not exceed 3 floors, which mean there are
no vertical expansions, because most of projects were governmental projects.

Table 4.4: Frequency and percent of number of floors for projects

Number of floors Frequency | Percent %
From 1to 3 floors 48 62.3%
From 4 to 6 floors 16 20.8%
From 7 to 9 floors 10 13%
More than 9 floors 3 3.9%
Total 77 100%
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4.1.5 Floor height

As shown in Table 4.5, most of the projects have floors height between 2.8 and 3.2 m,

these results are logical and consistent with the height for most building and projects in

Gaza Strip.
Table 4.5: Frequency and percent of floor height for projects
Floor height(m) Frequency | Percent %
From2.8t03.2m 54 70.1%
From3.21t03.6m 17 22.1%
More than 3.61m 6 7.8%
Total 77 100%

4.1.6 Slabs thickness

As shown in Table 4.6, approximately 85% of the projects have slab thickness from 20
to 30 cm, so it's supported the known slabs thickness in Gaza strip which are between
20,30 cm.

Table 4.6: Frequency and percent of slab thickness for projects

Slab thickness (cm) Frequency | Percent %
From 20 to 25 cm 44 57.1%
From 26 to 30 cm 22 28.6%
From 31 to 35 cm 7 9.1%
More than 35cm 4 5.2%
Total 77 100%

4.1.7 Number of crew

As shown in Table 4.7, most of the projects have a crew number from 1 to 3 crews,
which indicate that the results reveal the simple organization of contracting companies
in the Gaza Strip.

Table 4.7: Frequency and percent of number of crew for projects

Number of crew Frequency | Percent %
From1to3 57 74%
From4to6 11 14.3%
More than 6 9 11.7%

Total 77 100%
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4.1.8 Number of labor

As shown in Table 4.8, 57.1% of the projects have number of labor from 1 to 10, that

mean most of projects is simple and need medium number of labor.

Table 4.8: Frequency and percent of number of labor for projects

Number of labor Frequency | Percent %
From 1to 10 44 57.1%
From 11t020 22 28.6%
More than 21 11 14.3%
Total 77 100%

4.1.9 Working hours per day

As shown in Table 4.9, working hours per day for projects converging from 8 to 10

hours, and this is accepted result for working hours per day.

Table 4.9: Frequency and percent of working hours per day for projects

Working hours per day Frequency | Percent %
8 hours 30 39%
9 hours 14 18.2%
10 hours 33 42.8%
Total 77 100%

4.1.10 Classification of contracting companies according to PCU

As shown in Table 4.10, three classes of contracting companies are surveyed, noted that

63.6 % of the investigated contracting companies are classified as first class, which

increased the accuracy of this research.

Table 4.10: Frequency and percent of classification of contracting companies

Classification Frequency Percent %
First Class 49 63.6%
Second Class 19 24.7%
Third Class 9 11.7%

Total 77 100%
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4.1.11. The position of officer who fills the questionnaire

As shown in Table 4.11, most of the respondents (63.6%) have the title of site engineer

This indicates the high cooperation of those engineers in this study.

Table 4.11: Frequency and percent of position of respondent for projects

Position of respondent Frequency | Percent %
Company Manger 4 5.2%
Projects Manger 18 23.4%
Site Engineer 49 63.6%
Foreman 6 7.8%

Total 77 100%

4.1.12 Number of company's employees

As shown in Table 4.12, most of the companies (87%) have less than 30 employees,

which indicate that our contracting companies have a simple organization and small

number of employees.

Table 4.12: Frequency and percent of number of company's employees for projects

No. of employees Frequency | Percent %
Less than 10 28 36.4%
From 11 to 30 39 50.6%
From 31 to 50 3 3.9%
More than 50 7 9.1%
Total 77 100%

4.1.13 Number of projects executed in the last five years

As shown in Table 4.13, 57.1 % of the companies’ volume of work is less than 10

projects in the last five years. This result reflect the pad situation of construction

industry in Gaza strip in last five years,

Table 4.13: Frequency and percent of number of projects executed in the last five years

No. of executed projects Frequency | Percent %
Less than 10 44 57.1%
From 11 to 20 24 31.2%
From 21 to 30 3 3.9%
More than 30 6 7.8%

Total 77 100%
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4.1.14 The value of projects executed in the last five years in million dollars

As shown in Table 4.14, it is noticed that (51.9%) of the companies have executed a
volume of work with a value from 0.51 to 2 million. It was also found that value of
building projects executed by majority of contracting companies is small because the
poor economic situation and siege in Gaza strip.

Table 4.14: Frequency and percent of the value of projects in the last five years

Value of executed projects Frequency | Percent %
Less than 0.5 million 14 18.2%
From 0.51 to 2 million 40 51.9%
From 2.1 to 5 million 20 26%
More than 5 million 3 3.9%

Total 77 100%

4.2 Factors negatively affecting labor productivity

The questionnaire included 53 factors, which derived from previous studies as mention
in chapter two. The factors are related to local contracting companies in the Gaza Strip.

The factors were distributed into ten groups.

4.2.1 Manpower Group

Results indicate that lack of labor experiences is the most important factor in the
manpower group as shown in Table 4.15. Also labor disloyalty is rated second while
misunderstanding among labor rated third in this group. On the other hand, labor
personal problems and labor absenteeism are lowest factors negatively affecting labor
productivity in this group. This indicates that lack of labor experiences have very high
effect on labor productivity. This result is supported by Abo Mostafa (2003) who
mentioned that experiences of labor affect labor productivity. This result is justified as
experience improves intellectual and physical abilities of labor which consequently
increase labor productivity.
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Table 4.15: Ranking manpower factors

No Group Factors RII Rank

Increase of laborer age 0.590 6

Lack of labor experiences 0.787 1

Labor absenteeism 0.574 7

. Manpower | Labor personal problems 0.551 8
Group Labor dissatisfaction 0.647 4

Labor disloyalty 0.709 2

Misunderstanding among labor 0.662 3

Lack of competition 0.603 5

4.2.2 Leadership Group

As shown in Table 4.16, lack of labor surveillance and misunderstanding between labor

and superintendents are very important factors negatively affecting labor productivity.

On the other hand, respondents believe that lack of periodic meeting with labor have

some effect on labor productivity. This result is justified as lack of labor surveillance

increases labor mistakes at work and also delays correction action for these mistakes.
Table 4.16: Ranking leadership factors

No Group Factors RII Rank
Misunderstanding between labor 2
and superintendents 0.732
5 Leadership | Lack of labor surveillance 0.774 1
Group " ack of periodic meeting with 3
labor 0.553

4.2.3 Motivation Group

Table 4.17 indicates that payment delay has an important effect on labor productivity
but Lack of place for eating and relaxation and Lack of training sessions has low effect
on labor productivity. Also table 4.17 shows that lack of financial motivation system
rated second and Lack of labor recognition programs rated third in this group. This
indicate that payment and motivations is essential for labor as it gives workers
satisfaction at work site such as achievement, sense of responsibility and pleasure from

the work itself.
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Table 4.17: Ranking motivation factors

No Group Factors RII Rank

Lack of financial motivation system 0.662 2

Lack of labor recognition programs 0.639 3

o Non-providing of transportation means 0.582 4

3 Motivation

Group Lack of place for eating and relaxation 0.569 S

Payment delay 0.758 1

Lack of training sessions 0.532 6

4.2.4 Time Group

Table 4.18 indicates that working for 7 days of week without taking a holiday is rated
first (RI1=0.673) in the time factors group while misuse of time schedule rated second
(RI1 = 0.621) in this group. Also increasing number of labor in order to accelerate work
rated third (RIl = 0.613). Work overtime rated fourth (RIl = 0.592) and method of
employment rated fifth in time group (RIl = 0.590). Abo Mostafa (2003) supported
these results and stated that working for 7 days of week without holiday have negative
impact on labor productivity.

Table 4.18: Ranking time factors

No Group Factors RII Rank
Work overtime 0.592 4
Working for 7 days of week without holiday 0.673 1
Increasing number. of labor in order to 3

Time

4 Group accelerate work 0.613
Misuse of time schedule 0.621 2
Method of employment (using direct work 5
system) 0.590

4.2.5 Materials / Tools Group

All materials / tools factors have high influence on labor productivity (see Table 4.19).
Indeed material shortages are the most important factor in this group. Also shortage of
tools and equipment has high impact on labor productivity (RIl = 0.847). While
Equipment Efficiency rated third (RIl = 0.844). On the other hand, unsuitability of
materials storage location has less impact than above factors on labor productivity. It
should be noted that all materials and tools factors have some important effect on labor

productivity. This is understandable in that work cannot be done without the necessary
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materials. This result is justified in the Gaza Strip as most of materials used in
construction projects are imported from Israel and Egypt therefore any closure of
crossing points between the Gaza strip and Israel or Egypt stops the work in large
numbers of construction projects.

Table 4.19: Ranking materials / tools factors

No Group Factors RII Rank
Material shortages 0.862 1
Equipment Efficiency 0.844 3
5 Materials\Tools | Tool and equipment 2
Group shortages 0.847
Unsuitability of materials 4
storage location 0.696

4.2.6 Supervision Group

Table 4.20 shows that drawings and specifications alteration during execution is the
most important factor among other supervision issues. This result is supported by
Thomas et al (1995) who stated that there is a 30% loss of efficiency when work
changes are being performed. This result can be interpreted as changes of specifications
and drawings require additional time for the adjustments of resources and manpower so
that the change can be met. Also labor morale is affected by extensive numbers of
changes. Rework ranked second while Supervisors absenteeism ranked third in
supervision factors group. The least important factor in this group is Inspection delay.

Table 4.20: Ranking supervision factor

No Group Factors RII Rank
Rework 0.732 2
o Supervisors absenteeism 0.704 3
Supervision i
6 Inspection delay 0.634 4
Group . ——
Drawings and specifications 0.790 1
alteration during execution

4.2.7 Project Group

The degree of importance of project related factors is described in Table 4.21. The
important factors in project group are complexity due to steel bars space and number of
labor in project. While slab thickness and type of activities in the project have low

importance in effecting labor productivity. This result might be justified because the
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building projects in the Gaza Strip are not complex and with small size therefore
activities in different projects approximately have same features and any complexity in
steel bars have high effect on productivity.

Table 4.21: Ranking project factors

No Group Factors RII Rank

Type of activities in the project 0.657 10

Construction method 0.694 5

Interference 0.673 7

Working in confined space 0.688 6

7 Project Complexity due to steel bars 0.800 1
Group | Floor area (m2) 0.699 8

Slab thickness 0.662 9

Level of Building (Floor No.) 0.774 3

Floor height 0.701 4

Number of labor in project. 0.784 2

4.2.8 Safety Group

As illustrated in Table 4.22, workings at high place and insufficient lighting have large
effect on labor productivity. On the other hand noise and unemployment of safety
officer in construction site have lowest effect on labor productivity. Results also
indicate that height of working place has large impact on productivity and
unemployment of safety officer in construction site has low impact on labor
productivity. This result is justified in the Gaza Strip as contractors seldom employ
safety officers in building projects, therefore they, are not aware of the importance of
employing safety officer in construction sites.

Table 4.22: Ranking safety factors

No Group Factors RII Rank

Violation of safety precautions 0.629 5

Accidents 0.652 4

. Safety ::Jonnesr;:EL(:i);r:esri]:eof safety officer in 0.569 7
eroup Working at high place 0.769 1

Bad ventilation 0.662 3

Insufficient Lighting 0.735 2

Noise 0.590 6
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4.2.9 Quality Group
As detailed in table 4.23, inefficiency of equipment, high quality of required work and
low quality of raw materials approximately have same effect on labor productivity. In
fact, all quality factors have moderate effect on labor productivity.

Table 4.23: Ranking quality factors

No Group Factors RII Rank
_ Low quality of raw materials 0.634 3
9 Qéia“ty High quality of required work 0.649 2
roup Inefficiency of equipments 0.686 1

4.2.10 External Group
Looking in Table 4.24, weather changes ranked first in external group whilst easy to

arrive to the project location ranked second. Both factors have strong effect on labor

productivity.
Table 4.24: Ranking external factors

No Group Factors RII Rank
Weather changes 0.810 1
Augmentation of Government 3

External o ]

10 Group | regulations in construction 0.605

Easy to arrive to the project location 0.758 2

4.3 Overall ranking of factors negatively affecting labor productivity

As indicated in Table 4.25, 4.26, the most important factors negatively affecting labor

Productivity, and factors which have RIl more than 0.75% were identified and
presented in second questionnaire to collect real data for casting concrete slabs for
construction projects in Gaza Strip. The most effective factors are material shortages,
tool and equipment shortages, equipment efficiency, weather changes, complexity due
to steel bars, drawings and specifications alteration during execution, lack of labor
experiences, number of labor in project, lack of labor surveillance, level of building
(Floor No.), working at high place, payment delay, easy to arrive to the project location.
Also results indicate that lowest factors which effects labor productivity are lack of
place for eating and relaxation, unemployment of safety officer in construction site,

Lack of periodic meeting with labor, Labor personal problems, Lack of training sessions
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Table 4.25: Overall ranking of factors negatively affecting labor productivity

NO. Groups factors affecting labor productivity RII Rank
0.590 44
Increase of laborer age
) 0.787 7
Lack of labor experiences
) 0.574 48
Labor absenteeism
0.551 52
1 Manpower Labor personal problems
Group Labor dissatisfaction 0.647 34
. 0.709 17
Labor disloyalty
. . 0.662 27
Misunderstanding among labor
- 0.603 42
Lack of competition
) ) ) 0.732 15
Misunderstanding between labor and superintendents
Leadership 0.774 9
2 Group Lack of labor surveillance
o ) ) 0.553 51
Lack of periodic meeting with labor
) ) o 0.662 27
Lack of financial motivation system
- 0.639 35
Lack of labor recognition programs
o ) 0.582 47
3 Motivation Non-providing of transportation means
Group ) ) 0.569 49
Lack of place for eating and relaxation
0.758 12
Payment delay
. ) 0.532 53
Lack of training sessions
0.592 43
Work overtime
) ) ) 0.673 25
Working for 7 days of week without holiday
Time 0.613 | 40
4 Increasing number. of labor in order to accelerate work
Group 9 :
) ) 0.621 39
Misuse of time schedule
0.590 44

Method of employment (using direct work system)
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) 0.862 1
Material shortages
) ) o 0.844 3
Materials\Tools | Equipment Efficiency
Group ) 0.847 2
Tool and equipment shortages
o ] ) 0.696 21
Unsuitability of materials storage location
0.732 15
Rework
) ) 0.704 18
Supervision Supervisors absenteeism
Group ) 0.634 36
Inspection delay
- - - - - - - 0.790 6
Drawings and specifications alteration during execution
o ] 0.657 31
Type of activities in the project
) 0.694 22
Construction method
0.673 25
Interference
o ) 0.688 23
Working in confined space
) 0.800 5
Project Complexity due to steel bars
Grou 0.699 20
P Floor area (m2)
) 0.662 27
Slab thickness
0.774 9
Level of Building (Floor No.)
) 0.701 19
Floor height
) ) 0.784 8
Number of Labor in project.
o ) 0.629 38
Violation of safety precautions
) 0.652 32
Accidents
Safety o o 0.569 49
Group Unemployment of safety officer in construction site
0.769 11
Working at high place
0.662 27
Bad ventilation
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o o 0.735 14
Insufficient Lighting

) 0.590 44
Noise

) ) 0.634 36
Low quality of raw materials

Quality 0.649 33

9 Group High quality of required work
o ) 0.686 24
Inefficiency of equipments
0.810 4
Weather changes
External 0.605 41
10 Group Augmentation of Government regulations in construction
) ) ) 0.758 12
Easy to arrive to the project location
Table 4.26: Ranking of important factors negatively affecting labor productivity
No. Groups factors RII Rank
1 Materials\Tools factors .
Material shortages 0.862 1
2 Materials\Tools factors .
Tool and equipment shortages 0.847 2
3 Materials\Tools factors ) .
Equipment Efficiency 0.844 3
4 External factors
Weather changes 0.810 4
5 Project factors .
Complexity due to steel bars 0.800 5
6 Supervision factors Drawings and specifications
alteration during execution 0.790 6
manpower factors
! P Lack of labor experiences 0.787 7
8 Project factors ) ]
Number of Labor in project. 0.784 8
Leadership factors
; P Lack of labor surveillance 0.774 9
Project factors
10 J Level of Building (Floor No.) 0.774 9
Safety factors
1 Y Working at high place 0.769 11
12 Motivation factors
Payment delay 0.758 12
13 External factors Easy to arrive to the project
location 0.758 12

4.4 Ranking of groups affecting labor productivity

Survey results indicate that materials / tools group ranked most important among all
groups of productivity (Table.4.27). On the other hand, time group ranked least
important among all groups. External group ranked second important, supervision group

ranked third important and project ranked fourth important.
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Table 4.27: Ranking groups negatively affecting productivity among groups

Groups RII Rank
Materials\Tools Group 0.812 1
External Group 0.725 2
Supervision Group 0.715 3
Project Group 0.713 4
Leadership Group 0.687 5
Safety Group 0.658 6
Quality Group 0.656 7
Manpower Group 0.640 8
Motivation Group 0.624 9
Time Group 0.618 10

4.5 Labor Productivity Measurement

A second questionnaire was made to collect the real data from many projects in

Gaza Strip for the most effective factors resulting from the first questionnaire.

Neural networks models require a lot of data. Therefore, a lot of historical

productivity records for casting concrete slabs were collected. One hundred and

seven questionnaires were collected from one hundred and twenty to present real

data for duration from the beginning of formwork to the casting day. All of the

collected data are presented in Table 4.28. The projects data were collected from

direct observation and daily reports of contractors and consultants. Then, the data

was encoding and input to excel sheets to developing ANN model.
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Table 4.28: Collected real data for duration and factors

Productivity
m2/h

4.69
4.13
1.94
2.00
2.50
6.90
4.00
2.96
2.18
7.69
1.88
4.38
1.69
2.67
3.64
1.89
2.50
5.47
1.67
3.00
2.08
6.55
6.67
4.50
2.00
3.47
7.07
2.83
4.73

1.50
9.26
2.71
9.09
5.94
3.89

1.70
1.82
1.82
2.00
4.40
4.55

Payment
Delay

Labor
Surveillance

Location

Drawings
alteration

Complexity
of steel bars

Weather

Labor
Experience

Tools
Shortage

Material
Shortage

Floor
Height

15
15

32

24

16

3.5

45

15

3.5

20

12

3.3
3.2

3.5

No. of
Labor

20

12
12
55

50

10

10

10

11

15
35

12

12
13
35

13
15

10
10
12
15
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Productivity
m2/h

8.75
5.95
3.06
5.67
6.60
6.00
2.67
3.14
3.56
4.60
3.28
4.35
5.00
8.08

11.11
6.07
7.69
3.13
3.75
4.46
7.86
5.00
5.67
3.00
9.67
8.04
5.31
6.92
5.00
4.58
1.75
8.75
8.33
3.65
7.14
7.00
9.52
431
2.08
5.00
1.50
3.62

Payment
Delay

3

Labor
Surveillance

N

Location

Drawings
alteration

N

Complexity of
steel bars

o™

Weather

Labor
Experience

o™

Tools
Shortage

Material
Shortage

Floor
Height

12

3.2

6.6
12

21

12
3.5

28
16
12

12

115
12

36
16

3.3
12

27

3.2

12

16
16

16

No. of
Labor

13
15
10
35

16
12
18
20

10
20
13
23
26
30
42

15
30
33
35
10
15
12
36

37

40
15

16
40
10
42

15
45

14
15
11
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Productivity
m2/h

1.70
4.59
2.00
9.58
2.50
3.00
7.69
8.30

11.12
4.39
5.95
4.40
2.00
8.20
5.90
2.90
3.63

1.49
4.59
9.58
4.55
7.70

1.68
2.45

Payment
Delay

3

Labor
Surveillance

Location

Drawings
alteration

Complexity
of steel bars

Weather

Labor
Experience

Tools
Shortage

Material
Shortage

Floor
Height

3.5

20

28
20
19

12

20
12

20

28

No. of
Labor

10
45

10
10
55
50
25

12
12
13
10
52

12
10
10

44

15
53

10
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Chapter 5: Models Development and Sensitivity Analysis

One of the objectives of this study is to design the neural network model to
predict the production rate for casting concrete slabs in construction projects in Gaza

strip. This chapter presents the steps of design this model.
5.1 Introduction

Many neural network models have been developed to assist the project managers
or contractors in their jobs. This chapter describes the design of an ANNs model for
estimating production rate. The most effective factors affect production rate for casting
concrete slabs were identified as outlined in previous chapters. These factors were
considered as inputs variables for the neural network model, whereas the production
rate in (m2/ hour) considered as the output variable to this model. The data used in
model development was collected from the second questioner survey as a tool to
collect actual data from contractors (Appendix B) for many projects in Gaza Strip.
These questionnaires provided 107 examples of casting slabs. A neural network
training program, NeuroSolution, was used as a standalone environment for Neural
Networks development and training. Moreover, for verifying this work, a plentiful trial
and error process was performed to obtain the best model. A structured methodology
for developing the model has been used to solve the problem at hand. This
methodology incorporates five main phases: 1) Select application 2) Design structure
3) Model implementation 4) Training and testing 5) Discussion (analysis) of results.

5.2 Selection of the Neural Network Simulation Software

Many design software are used for creating neural network models. Like SPSS,
MATLAB, etc. in this research, NeuroSolution application was selected. Where
NeuroSolutions is the premier neural network simulation environment. As mentioned in
NeuroDimension, Inc., (2012) NeuroSolutions combines a modular, icon-based network
design interface with advanced learning procedures and genetic optimization. Perform
cluster analysis, sales forecasting, sports predictions, medical classification, and much

more with NeuroSolutions, which is:

+«+ powerful and flexible: neural network software is the perfect tool for solving

data modeling problems, so it's flexible to build fully customizable neural
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networks or choose from numerous pre-built neural network architectures.
Modify hidden layers, the number of processing elements and the learning
algorithm (NeuroDimension, Inc., 2012).

+«+ Easy to use: NeuroSolutions is an easy-to-use neural network development tool
for Microsoft Windows and intuitive, it does not require any prior knowledge of
neural networks and is seamlessly integrated with Microsoft Excel and
MATLAB. NeuroSolution also includes neural wizards to ensure both beginners
and advanced users can easily get started. (NeuroDimension, Inc., 2012).

%+ Many researchers used NeuroSolution application in building their neural
networks that it achieved good performance and it has multiple criteria for

training and testing the model.

5.3 Structure Design

The choice of ANN architecture depends on a number of factors such as the nature
of the problem, data characteristics and complexity, the numbers of sample data ... etc.
(Sodikov, 2005). With the eleven inputs readily identified, the outputs describing the
productivity for casting concrete slabs (m2/hour) project can be modeled in different
ways. The choice of artificial neural network in this study is based on prediction using
feedforward neural network architectures and backpropagation learning technique.

The design of the neural network architecture is a complex and dynamic process
that requires the determination of the internal structure and rules (i.e., the number of
hidden layers and neurons, update weights method, and the type of activation function)
(Gunaydin & Dogan, 2004).

A common recommendation is to start with a single hidden layer. In fact, unless
the researcher is sure that the data is not linearly separable, he may want to start without
any hidden layers. The reason is that networks train progressively slower when layers
are added (Principe et al., 2010).

Based on the literature review, the neural network type deemed suitable for
productivity estimation has been identified as feed-forward pattern recognition type
(Back propagation) to suit the desired interpolative and predictive performance of the
model. Two kinds of feed-forward patterns were chosen to build the models multilayer
perceptron and general feed forward. ANN architecture was chosen after several trials,

which can be seen the final architecture in section 5.6.
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5.4 Model Implementation

Once there is a clear idea about feasible structures and the information needed to

be elicited, the implementation phase starts with knowledge acquisition and data

preparation (Hegazy et al., 1994). The flow chart for model structure is show in Figure

5.1.

Start

A

4

Data Encoding

A

4

Data Org

anization

Create Data Files

A

4

Normalizing Data

A

4

Build Initial Networks

A

Model Training

A

4

Model Testing

A

y

Sensitivity Analysis

[

End

)

Figure 5.1: Model implementation steps flowchart
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5.4.1 Data Encoding

Because the data is not in numeric format, so the data should be coded into a
numeric format. This may be challenging because there are many ways to do it and
unfortunately some are better than others for neural network learning (Principe et al.,
2010). In this research, the data is textual and numeric, so it is encoded to be only
numeric or integer according to Table 5.1.

Table 5.1: Inputs/Output encoding

No. Input Factors Code
1. Number of Labor Number
2. Floor height M length
3. Low quantity=1
Material shortages Medium quantity= 2

High quantity= 3

4, Tool and equipment shortages and Efficiency | Low Efficiency=1
Medium Efficiency= 2
High Efficiency= 3

5. labor experiences Low experiences = 1
Medium experience =2
High experiences= 3

6. Weather Rain =1
Hot =2
Moderate= 3

7. Complexity due to steel bars Complex=1
Medium =2
Easy= 3

8. Drawings and specifications alteration during | High alteration = 1

execution Medium alteration = 2

Low alteration=3

9. Easy to arrive to the project location Difficult=1
Medium = 2
Easy=3

10. Lack of labor surveillance Low surveillance=1

Medium surveillance=2
High surveillance=3

11. Payment delay High delay=1
Medium delay =2
Low delay=3
No. Output Parameter Code
1 Labor productivity M/hour
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The data has been re-written according to the encoding described in Table (5.1).

Figure 5.2 shows a snapshot of the Excel program that represents part of the data

matrix.

A B C D E F G H [ J K L

No. |Floor | Material | Tools |labor Steel | Drawing Labor |Pay. | Productivity
1 |Labor| h. | short. |short.| exp. |Weather| bar. | variation |Location| surv. |[delay| m2/h
2120 ) 15 2 2 2 2 3 3 3 2 3 4.69
31 5 15 1 1 2 2 3 3 3 3 2 413
41 6 3 2 2 3 3 2 3 3 2 3 1.94
51| 12 3 2 3 3 3 3 3 2 3 3 2.00
6 | 12 3 2 3 2 3 3 3 2 2 3 2.50
7|5 | 32 2 2 3 3 2 2 2 2 3 6.90
8| 7 3 3 3 3 2 3 3 3 3 2 4.00
91| 8 8 2 2 3 2 3 3 3 2 3 2.96
10 9 3 2 2 2 3 2 3 2 2 2 2.18
1150 | 24 2 2 3 3 2 2 2 2 3 7.69
12| 8 3 2 2 3 2 3 3 2 2 3 1.88

Figure 5.2: Snapshot showing the data matrix

5.4.2 Data organizatio

n

As a preliminary stage to neural network modeling, the problem at hand needs to

identify and tag the data as input or as output. Neurosolution provides Microsoft Excel

by add-in tools, which is used through this step. Figure (5.3) shows how the

independent factors affecting the problem are identified and considered as (N) input

parameters, which are represented by nodes at the input buffer of a neural network.

A ET_ . 12(" T q 5 E F G
imes Me ~ - A BB - ey s
No. [Flo g ;= - A= DOr Steel
1 Labor| h | ~t~—t"loboeeTaxp. |Weather| bar.
2 20 1 E Analyze Data » | 9 9 3
Tag Data » Columnis} As Input
3 5 1 .‘. 4 Cut Columnis) As Desired 3
5% | Copy Columnis} As Symbaol
4 6 3 5% | Paste Clear Column Tag 2
5 12 3 Paste Special... Clear Symbol Tag 3
Insert
6 12 3 Delete 2 3 3
7 55 | 3. Ln 3 3 2
8 7 3 Column Width... 3 2 3
Hide
9 8 8 | unnice 3 2 3
10 9 3 2 2 2 3 2

Figure 5.3: Tag columns of data as input parameter

-66 -

www.manaraa.com



Similarly, Figure 5.4 shows how the desired column was tagged that was

represented by nodes at the output layer.

I J K MM E|

IL.abor | Pay. Product1v1ty
Location| surv. [delay
Times e ~ 12 L |.J§ - a, - - 2
= = = B s [&=] o - = <8 %8 = _I
3 3 2 T |
Preprocess Drata
3 2 3 Analyze Data
Column(s) As Input Tag Data
2 Column(s) As Desired ot Cuk
2 Colummn(s) As Symbol EE Copy
Clear Column Tag =% Paste
2 Clear Symbol Tag FPaste Special...
3 3 2 Insert
Delete
3 2 3 Clear Contents
= Eormat Cells...
2 2 2 Colummn Width...
=2 2 3 Hide
Unhide
2 2 3 T-88 |

Figure 5.4: Tag column of data as a desired parameter

5.4.3 Data sets

Any model selection strategy requires validation by the process data.
Traditionally, available data is divided into three sets (Ghiassi et al., 2005). "Where the
three sets are training set (in-sample data), cross-validation set and a test set (out-of-
sample). Learning is performed on the training set, which is used for estimating the arc
weights while the cross validation set was used for generalization that is to produce
better output for unseen examples (Sodikov, 2005). However, the test set is used for
measuring the generalization ability of the network, and evaluated network performance
(Zhang et al., 1998). To achieve statistically significant results, it is generally necessary
to perform several independent splits and then average the results to obtain an overall
estimate of performance. While cross-validation is a widely accepted method, it can be
extremely time-consuming in neural networks because of the lengthy learning times
required for each of the splits (Boussabaine, 1996).The total available data is 107
exemplars that are divided randomly into three sets with the following ratio:

I. Training set (includes 80 exemplars = 75%).
I1. Cross validation set (includes 14 exemplars = 13%).

I11. Test set (includes 13 exemplars = 12%).
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See Figure 5.5, 5.6 and 5.7 which explain how the data was distributed into sets

and defined each exemplar for the corresponding.

A B C D E F
No. |Floor | Material [Tools |labor
1 [Labor| h. short. short. | exp. | Weather
1 Arial 11 - A a7 EE - ey o
2 B I | =\ - A - Wl 30 E 2 2 2
I [
3 Eg Crata e = » Row?s] As Training — 2
4 4 Cut Row(s) As Cross Validation 3
2= co Row(s) As Testin
5 (F =Y Ea:::: Row(s) As Produition 3
Paste Special... Clear Row Ta
8 Insert = ’ — 3
? Delete 2 3 3
Clear Contents
8 M Format Cells... 3 3 2
9 Row Height... 2 3 2
Hide
10 Unhide 2 2 3
11 50 24 2 2 3 3
Figure 5.5: Tag rows of data as a training set
A B C D E F
No. |Floor | Material |[Tools |[labor
1 |Labor| h. short. short. | exp. | Weather
Arial 11 - A AT EE - o e
81 18, o o T a2 3 3
82 11T 168 1 ) [ — 2 3
—_— Tag Data L4 Row(s] As Training
83 6 4 Cut Row(s} &s Cross VWalidation
=58  Copy Row(s] As Testing
84 g 5%, Paste Rowi(s] As Production
85 8 Paste Special... Clear Row Tag
86 8 _gelete 3 2 2
87 _1Q.. .o, 3 3 3
88 45 Bow Height... 3 2 3
89 10  umme 3 3 3
90 10 3 2 2 2 3

Figure 5.6: Tag rows of data as a cross-validation set
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A B C D E F

No. |Floor | Material [Tools |labor
1 |Labor h. short. short. | exp. | Weather
a5 2 3

= A
= ot
96 13 T—/—9 1 3 | Z 2 3
- | Tag Data L4 Rowi(s] &s Training |
9? 1 0 45 Cut Row(s} As Cross Validation L |
98 52 58 Copy Row(s) As Testing
—_— |8, Paste Rowi(s) &5 Production E |
99 1 2 Paste Special... Clear Row Tag
Insert

1 00 # Delete 2
1 01 1 0 Clear Contents

% Format Cells...

1 02 ? BRow Height...
103 9 o

Unhide

104 44 | 20 | 2 | 3

NIN|W| =
WIN W =W

Figure 5.7: Tag rows of data as a test set

5.4.4 Data files creation

Neurosolution needs special file extension to read. After building the data matrix

in Excel, the data files were created as “.csv”” format by excel Add-in tool, see Figure
5.8.

e o - - O

—/; Home Insert Page Layout Formulas Drata Rewviewr WViewr Add-Ins

| Meurosolutions v|

Preprocess Drata >
Analyze Drata [
Tag Data »
E Create/Open Metwork » S | 13
Create Data Files L4 All Files
Train Metwaork > Training Files L E F
Test Metwork > Crass Validation Files |IS labor
Apply Production Drataset Testing Files
| Mew Batch... Production Input File ['t- eXP- Weather
Batch Manager > View Data File... 2 2
Goto Active Drata Sheet Delete Drata Files
Crata Sheets... Bun Batch... 2 2
Goto Active Report
Reports... 2 2 3 3
Cpen Active Metwork 2 3 3 3
Help L4
O rz S5 2 3 2 3
’ 55 32 2 2 3 3

Figure 5.8: Data files creation
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545 Normalizing data

Data is generally normalized for confidentiality and for effective training of the
model being developed. The normalization of training data is recognized to improve the

performance of trained networks (Gunaydin & Dogan, 2004).

The input/output data is scaled, zero is the lower bound and the upper bound is one
to suit neural networks processing. This is done by NeuroSolution program that is used
special equations to normalize the data. Figure 5.9 shows how the upper and lower

bound is defined in NeuroSolution.

|
= :
=y Properties
Connect To E File Inspector [=]
Stamp Copy (I
% File List ] Data Sets Stream lA.c:c:ess ] Engine ]
Cut Stream Data Injection
Copy g Exemplars: 0 Cumert Ex: D & On  Of |  Owverarite
o E Channels: 11 Str. Length: 0 i+ Accumulate
aste
Delete é Save to File Data Nomalization
[~ Scale
M, : Lower: |0-05
Copy to File me Q wer 5 v Nomalize
Paste from File Upper: |- ¥ By Channel
Paste Special...

Figure 5.9: Normalization limits (snapshot of Neurosolution breadboard)

5.4.6 Build initial networks

This research depends on the school which thought recommends starting with
small networks and increasing their size until the performance in the test set is
appropriate. This method of growing neural topologies proposes that ensures a minimal

number of weights, but the training can be fairly long (Principe et al., 2010).

As mentioned in chapter two MLP and GFF are the main types of networks that
were used to build many topologies and architectures of networks. Neural builder tool
in Neurosolution is used to build initial networks. For example: steps of building the
best model GFF network which have the strongest result will be explained below with

illustrations.

-70 -

www.manaraa.com



|. From add-ins tool in Excel, there is an icon for Create new network. See Figure 5.10.

CHCEEE . .
— Home Insert Page Layout Formulas Crata Rewview Wieww Add-Ins
| NeuroSqutionsvl
Preprocess Data [ 3
Analyze Data »
Tag Data [ 3
E Create/Open MNetwork Lg Mew Classification Metwork
Create Drata Files » Meww Function Approximation Metwork F
Train Metwork L Mew Custom Metwork...
Test Metwork L4 Cpen... I
Apply Production Dataset Clase
| | Mew Batch... H Save Weather
Batch Manager » Save As... 2
Goto Active Data Sheet Load Best Weights
Crata Sheets... Tile Excel/MNS 2
Goto Active Report Run Batch...
Reports... — — 3
Crpen Active Metwork 2 3 3 3
Help L3
O 1z > 2 3 2 3
I 55 32 2 2 3 3

Figure 5.10: Creation of new network

I1. Then a neural builder tool will be opened as shown in Figure 5.11, subsequently the

type of the network is chosen.

r,ﬁ MeuralBuilder l — | |_ih_J1

Fultilayer Perceptron ™Neural Model

Generalized Feed Fonaard
tdodular Meural Mebwork:

JoardansElman Metwiark, Welcome to the MeuralBuilder. -
Principal Component dnalpsis [PCA) Starting with vour data, this tool |
REF/GRNN/PNM Netwark will walle you through the

Self-Organizing Feature tap Mebwork P T
Time-Lag Recurrent Metwork TTEEEE R pI T £

Recurrent Metwark, a neural network. There are
CAMFIS Metwork [Fuzzy Logic) many differsnt types of neural
Support Vector Machine networks, but most can be
clazsified as belonging to one of
Generalized feedforward * | the major paridigms listed to the
networks are a generalization of | i | left. Each paridiem will hawve

the MLP such that connections |~ | | advantages and disadvantates

1

can jump over one of more layers. depending on vour particular il
In theory, a MLF can solve any application. The NeuvralBuilder
problem that a generalized malkes it easy to try them alll

feedfoward network can solve. In

-

Help Cloze | | S |

Figure 5.11: Choice of the network type

I11. . After choosing the GFF as the type of network, a new screen will appear as shown

in Figure 5.12 to determine the number of hidden layers

1V.Determination number of hidden layers.
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-

A5 NeuralBuilder

Generalized FF

|put PE =: 11
Cutput PE s: 1

E=emplars: a0

Hidden Layers: |2

Help

Clozse

Generalized feedforward networks are a generalization of the MLP such  »
that connections can jump over one of more lavers. Here vou simply
specify the number of layers, and the wizard will construct a BMLE in
which each laver feeds forward to all subsequent layers. In theory, a MLEP
can solve any problem that a generalized feedfoward network can solve.
In practice, however, generalized feedforward networks often solve the
problem much more efficiently. A clazsic example of this iz the two spiral

m

< | S |

Figure 5.12: Determination number of hidden layers

The next screen enables the modeler to specify the PEs in the first and second

hidden layer (number, transfer function, and learning rule). In this model six and four

PEs, sigmoidaxon transfer function, and Levenberg-Marquardt learning rule are

selected, see Figure 5.13 and 5.14.

-

A MeuralBuilder

BN

Transzfer

Learning Rule:

Help |

| Hidden Layver #1

G

Processzing Elements: |5 I

| Sigmoiddson

=1

Levenberghd arqualiid

Cloze

This panel iz used to specifsy
the parameters a laver of
processing slements (FEs).
MNeuroSclutions simulations
are vector based for
efficiency. This implies that
each laver contains a vector
of PE=s and that the
parameters selected apply to
the entire vector The
parameters are dependent on
the neural model, but all
require a nonlinearitsy”
function to specify the
behavior of the PE=s. In
addition, each lasvrer has an
aszociated learning mile and

| L | | e I

mn

Figure 5.13: Specify components and characteristics of hidden layer number 1
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-
~ MeuralBuilder ]

I Hidden Laver #2 This panel is used to specify =
the parameters a layer of
Ga | processing elements (PEs).
MNenroSolutions simulations

FProceszzing Elements: |4 I | are wvector based for
effici . Thiz implies that
Transzfer I Sigrnoidf-on ;I IEney. =

each lawrer containes a vector
of PE= and that the
parameters selected apply to
the entire vector. The
Learning Fule: I Levenberghd arqua;l parameters are dependent on
the neural model, but all
require a nonlinearity
function to specify the
behavior of the PE=s. In
addition, each layer has an
associated learning rule and

Help | Cloze I £ I | B I

Figure 5.14: Specify components and characteristics of hidden layer number 2

V. The step for output layer is similar to the previous step except the number of PE’s

cannot be changed because it is determined in Excel in data organization step, see

Figure 5.15.
i il
A MeuralBuilder — =
I Output Laver Thisz panel iz used to specify -
the parameters a laver of
G2 | processing elements (PE=).
MeuwroSolutions simulations
Frocesz=zing Elements: |1 T e — 1 for
effici . Thi= i lie= that
Transfer I Sigmoidd=on -~ | CPETIER. implies

each layer contains a vector
of PE= and that the
parameters selected apply to
the entire wector. The
Learning Rule: I Lewenberghd arqua;l parameters are dependent on
the neural model, but all
require a nonlinearitsy
function to specify the
behawvior of the PE=. In
addition, each layer has an
associated learning rule and

Help I Cloze I << I > I

Figure 5.15: Specify output layer components and characteristics

After that, a supervised learning control screen appears to set maximum epoch,
termination condition, and weights updating methods. See Figure 5.16.
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A NeuralBuilder =N [
Supervised Learning Control The Maximum Epochs field = -~
specifies how many
: iterations (over the training =
BT [EFEE S zet) will be done if no other
1000 criterion kicks in. The Error
Change box contains the
. . parameters used to terminate
TErmnaliens the training based on mean
[ MSE |D squared srror.
= = The NeuralBuilder has MSE
" e termunation Activated byr
= — dsf_aﬂ._ﬂ.t. Tl::-_l:zrminats the
training strictly based on the
wieiaht Lpdat number of epochs, click the
=19 paats Activate switch such that it
" On-Line = Batch i= no longer checkead. i
Help | Cloze | < | | e I
-

Figure 5.16: Supervised learning control

Two choices for update weights; on-line learning that updates the weights after the

presentation of each exemplar (pattern) and batch learning that updates the weights after

the presentation of all exemplars (i.e., after each epoch).

V1. Probe configuration screen then appears that contains items displaying

program's ability to view what is related to the inputs, outputs, desired errors

and performance measures. See Figure 5.17.

A NeuralBuilder =N e S|
| Probe Configuration
Input O ukpt
|BarI:h-art - | |D-at-a"-.-'-.-"riter - |
[ Traning Set [ CAW. Set [ Training Set [ CA. Set
Desired Error
|Data"-.-'-.-"riter - | |DataGraph - |
[ Training Set | CW. Set [ Training Set [ C%. Set

Ferformance kMeasures
Claz=zification

[ General [ Confuzion Matriz [ ROC [~ CMW. Set
Help | Close << | [ Buid |

[ Training Set

Figure 5.17: Probe configuration
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Finally, the network is built and viewed on the Neurosolution breadboard as
shown in Figure 5.18.

Figure 5.18: GFF network (snapshot from Neurosolution breadboard)

5.5Training Models and Testing

Training network is a process that uses one of several learning methods to modify
weight, or connection strengths.. A Training data set is presented to the network as
inputs, and the outputs are calculated. The differences between the calculated outputs
and the actual outputs are then evaluated and used to adjust the network's weights in
order to reduce the differences. As the training proceeds, the network's weights are
continually adjusted until the error in the calculated outputs converges to an acceptable

level.

Neural networks are able to generalize solutions to problems by learning from
pairs of input patterns and their associated output pattern. Training a NN is an iterative
process of feeding the network with the training examples and changing the values of its
weights in a manner that is mathematically guaranteed to reduce consecutively the error

between the network's own results and the desired output (Moselhi & Hegazy, 1993).

It is important to determine suitable network architecture in ANN modeling. The
architecture consists of the number of layers, the number of processing elements (nodes)
in each layer, and the interconnection scheme between the layers in ANN. The optimum
architecture is often achieved by trial and error according to the complexity of the
respective problem, also by testing few proposed designs to select the one that gives the

best performance (Bakhary et al., 2004).
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After building topology as viewed in the above section, training with cross-
validation and testing phase will begin. The following chart illustrates the procedures of
training process to obtain the best model having the best weight and minimum error

percentage. See Figure 5.19.

Select the type of neural network
2
Apply Five learning rule for each
2
Apply six transfer function for each
2
Increase number of hidden layers from one up to three
2
Increase number of hidden nodes from one up to twenty
SZ

The Best Model

Figure 5.19: The steps for selection the best model

The chart shows the procedures of the model training, which starts with selecting
the neural network type either MLP or GFF network. For each one, five types of
learning rules were used, and with every learning rule six types of transfer functions
were applied, and then 2 separate hidden layers were utilized with increment of hidden
nodes from 1 node up to20 nodes in each layer and training variables for one trial. It
compromises of number of epochs, runs, hidden nodes, and other training options to

obtain the best model of neural network.

To avoid overtraining for the network during the training process, an option of
using cross-validation was selected, which computes the error in a cross validation set at

the same time that the network is being trained with the training set.
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The model was started with one hidden layer and one hidden node in order to
begin the model with simple architecture, and then the number of hidden PEs was

growing up by one node up to 20 hidden nodes.

Testing the network is essentially the same as training, except that the network is shown
facts it has never seen before, and no corrections are made when the network is wrong.
It is an important to evaluate the performance of the network after the training process.
If the results are good, the network ready to use. If not, this need more or better data or

redesign the network.
5.6 Model Results

As mentioned above, the purpose of testing phase of ANN model is to ensure that
the developed model was successfully trained and generalization is adequately
achieved. From previous procedures of training and testing, many topologies of
networks were trained through a system of trial and error. The best model that provided
more accurate productivity estimate was structured of General Feed Forward (GFF)
includes one input layer with 11 input neurons and two hidden layer with (6 hidden
neurons for first layer, 4 hidden neurons for second layer) and finally one output layer
with one output neuron (productivity). However, the main downside to using the
General Feed Forward network structure is that it required the use of more nodes and
more training epochs to achieve the desired results. Table 5.2 summarizes the

architecture of the model as number of hidden layer/nodes, type of network and transfer

function.
Table 5.2: GFF model architecture
Architecture of the model
Model Type Transfer Function Gradient Search NO'. of PEs in the
input layer
Generalized Feed Sigmoid LevenbergMargardt 11

Forward

No. of hidden layer

No. of PEs in the
1st hidden layer

No. of PEs in the
second hidden
layer

No. of PEs in the
output layer

6

4

1
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Figure 5.20: GFF model architecture.

5.7 Results Analysis

The models were trained on eighty exemplars while fourteen exemplars of cross

validation set were used for generalization to produce better output for unseen

examples. The models tested on thirteen exemplars. Table (5.3) presents the results of

these thirteen projects with comparing the real productivity of tested project with

estimated productivity from neural network model, and an absolute error with both

productivity and percentage are also presented.

Table 5.3: Results of neural network model at testing phase

No. | Actual Productivity Plfgglj]cifsgy Absolute Error | Absolute Pezcentage
(m?/hr.) (mzlhr.) AE (m“/hr.) Error (%0)

1 4.4 4.872 0.472 9.695

2 2 1.942 0.058 2.999

3 8.2 8.504 0.304 3.572

4 5.9 6.557 0.657 10.018
5 2.9 3.467 0.567 16.342
6 3.63 3.727 0.097 2.608

7 1.49 1.280 0.210 16.418
8 4.59 4.873 0.283 5.806

9 9.58 9.255 0.325 3.516
10 4.55 4.841 0.291 6.015
11 7.7 7.393 0.307 4.156
12 1.68 1.653 0.027 1.639
13 2.45 2.350 0.100 4.269
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Table 5.4: summarized the results of Performance measurement for model

Data sets MSE | NMSE r MAE | MAPE AP
Trainingset | 0.020 | 0.004 | 0.998 | 0.0560 | 1.81% 98.19%
I\?OFdFeI C.V set 0.182 0.021 0.991 | 0.253 8.25% 91.75%
Test set 0.115 0.018 0.992 | 0.285 6.69% 93.31%

The previous results show that the models have excellent performance. The

accuracy of the best model developed by General Feed Forward sounds very favorably

with data based from test set. It has been shown from the results that the model

performs well and no significant difference could be discerned between the estimated

output and the desired value. An average accuracy of 93.3% indicates that; there is a

good linear correlation between the actual value and the estimated value.

Results of training, cross validation and test set are shown in Figures 5.21, 5.22

and 5.23 respectively.
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Figure 5.21: Desired output and actual network output for training set exemplar
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Figure 5.22: Desired output and actual network output for C.V set exemplar
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Figure 5.23: Desired output and actual network output for test set exemplar

Network as shown in Figures gives excellent agreement between the actual and
predicted values draws a 45-degree line, which means that the actual productivity values
are similar the predicted ones figures 5.21, 5.22 and 5.23 indicates a reasonable
concentration of the predicted values around the 45-degree line. The coefficient of
determination between the actual and the predicted productivity values were 0.996,
0.982 and 0.984 for training, cross validation and test set respectively.
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For training dataset, an excellent agreement between the actual and estimated

productivity is shown in Figure 5.24 which means that the estimated values are similar
the actual ones.

Desired Output and Actual Network Output
12 4

10

Output
[e)}

e Productivitym2/h

------- Productivitym2/h Output 4 -

1 8 15 22 29 36 43 50 57 64 71 78
Exemplar

Figure 5.24: Comparison between desired output and actual network output for training set

The actual productivity comparing with estimated productivity for cross validation
(C.V) and testing dataset shown in Figure 5.25, 5.26. It is noted that there is a slight
difference between two productivity lines.

Desired Output and Actual Network Output
14 -

12 4

10

e Productivitym2/h

Output

------- Productivitym2/h Output

1 2 3 4 5 6 7 8 9 10 11 12 13 14

Exemplar

Figure 5.25: Comparison between desired output and actual network output for C.V set
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Desired Output and Actual Network Output
12 -

Output

e Productivitym2/h

------- Productivitym2/h Output
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Figure 5.26: Comparison between desired output and actual network output for test set
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5.8 Sensitivity Analysis

Sensitivity analysis is the method that discovers the cause and effect relationship
between input and output variables of the network. The network learning is disabled
during this operation so that the network weights are not affected. The basic idea is that
the inputs to the network are shifted slightly and the corresponding change in the output
Is reported either as a percentage or as a raw difference (Principe et al., 2010). The
NeuroSolution program provides a useful tool to identify sensitive input variables called
“‘Sensitivity about the Mean’’. The sensitivity analysis was run by batch testing on the
GFF model after fixing the best weights then started by varying the first input between
the mean £ one standard deviation, while all other inputs are fixed at their respective
means. The network output was computed for 50 steps above and below the mean. This
process was then repeated for each input. Finally, a report summarizing the variation of

output with respect to the variation of each input was generated.

Figure (5.27) shows the sensitivity analysis of the GFF model which includes
eleven graphs each of them represents the relation between one input and the output
(productivity m2/hr).

Network Output(s) for Varied Input No.Labor

Output(s)
N o [ N w H (6] )] ~

133 5.266 8.399 11.532 14.665 17.798 20.931 24.064 27.197 30.330 33.463 36.595

o Varied Input No.Labor
@ Productivitym2/h

Figure 5.27: Sensitivity analysis for number of labor
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Network Output(s) for Varied Input Floor height.

. —

Output(s)
- N w D wv ()]

0 T T T T T T T T T T T
0.414 1945 3.477 5.009 6.540 8.072 9.604 11.136 12.667 14.199 15.731 17.262

e Productivitym2/h Varied Input FloorH.

Figure 5.28: Sensitivity analysis for floor height

Network Output(s) for Varied Input Material shortage.
5 -
45
; _\
— 35 ===
U
s 3
3 25 -
5 2-
O 15
1 4
05
0 . . . . . . . . . . .
1792 1871 1950 2029 2108 2.187 2266 2345 2424 2503 2582 2.661
Varied Input Material shortage.
@ Productivitym2/h
Figure 5.29: Sensitivity analysis for materials shortage
Network Output(s) for Varied Input Tool shortage.
4 -
35 -
3 _/ \
@25 -
=}
3 2-
‘5 15 -
3t
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1.801 1.920 2.039 2.158 2.277 2.396 2.514 2.633 2.752 2.871 2.990 3.109
productivitymz/h Varied Input Tool shortage.

Figure 5.30: Sensitivity analysis for tools shortage
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Network Output(s) for Varied Input Weather

Output(s)
OFRP N WP UIO I

1965 2.082 2.199 2.316 2.433 2550 2.667 2.784 2902 3.019 3.136 3.253

Productivitym2/h Varied Input Weather

Figure 5.31: Sensitivity analysis for weather

Network Outputs for Varied Input complexity of Steel
. bars.

5
4 /
3
2

Output(s)

1 A

0 T T T T T T T T T T T
1.677 1.791 1.904 2.018 2.131 2.245 2.358 2.472 2585 2.699 2.812 2.926

Productivitym/h Varied Input complexity of Steel bars.

Figure 5.32: Sensitivity analysis for complexity of steel bars

Network Outputs for Varied Input drawing specification
alteration

\ e
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Output(s)
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Productivitym2/h aried Input Drawing Specification alteratio

Figure 5.33: Sensitivity analysis for drawing and specification alteration

-85-

www.manharaa.com




Network Output(s) for Varied Input Location

Output(s)
N

0 T T T T T T T T T T T
1.943 2.036 2.129 2.223 2.316 2.410 2.503 2.596 2.690 2.783 2.877 2.970

Varied Input Location
@ Productivitym2/h

Figure 5.34: Sensitivity analysis for location

Network Output(s) for Varied Input Labor
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Figure 5.35: Sensitivity analysis for labor surveillances

Network Output(s) for Varied Input labor
experience.
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Figure 5.36: Sensitivity analysis for labor experience
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Network Output(s) for Varied Input Payment delay
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Varied Input Payment delay
e Productivitym2/h

Figure 5.37: Sensitivity analysis for payment delay

Sensitivity analysis was carried out by Neurosolution tool to evaluate the
influence of each input parameter to output variable for understanding the significance
effect of input parameters on model output. The sensitivity analysis for the best GFF

model was performed and the result is summarized and presented in figure (5.38)

Sensitivity About the Mean

1.600

1.453

1.400 -

1.200 -

1.000 -
0.800 -

Sensitivity

0.600 A

0.400 -
0.200 A

0.000 -

Input Name

Figure 5.38:Sensitivity about the mean

Figure 5.38 shows number of labor parameter has the greatest effect on the
productivity output where its influence exceeds the impact of other factors combined.
The value 1.45 for the number of labor input parameter is the value of the standard
deviation for 80 output values. These output values are recorded after training the model
veights on a matrix data. All inputs are fixed on the mean value for

BRE fyl_llsl

www.manharaa.com



each raw except the number of labor value which varied between (the mean — standard
deviation) to (the mean + standard deviation). The second parameter affecting the total
productivity is weather which has great effect on productivity. While for parameter
(labor experience, labor surveillance, floor height, complexity due to steel bars and
drawing) has moderate effect on productivity. It is clearly from Figure 5.38 that the

remaining parameters have low impact on the output.
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Chapter 6: Conclusion and Recommendations

This chapter presents the major conclusions from the results obtained, and

recommendations.

6.1 Conclusion

The main aim of this research is to develop artificial neural networks model to
predict labor productivity for casting concrete slabs, at early stage of construction
projects in Gaza Strip. Neural network model developed was able to achieve the
objectives of this research. The following is the most important conclusion drown from

the research:

1- The most effective factors that affect production rate for formwork,
reinforcement and casting concrete slab were identified from analysis of 77
questionnaires. Eleven key parameters were adopted as most effective factors on
productivity which are, Number of Labor, Material shortages, Floor height,
Tool and equipment shortages and Efficiency, labor experiences, Weather,
Complexity due to steel bars, Drawings and specifications alteration during
execution, Easy to arrive to the project location, Lack of labor surveillance and
Payment delay.

2- Historical data of building projects were collected from second questionnaire.
The projects were executed between 2009 and 2013 in Gaza Strip. 107 case
studies were divided randomly into three sets as training set (80 projects 75%),
cross validation set (14 projects 13%), and testing set (13 projects 12%).

3- Developing ANN model passed through several steps started with selecting the
application to be used in building the model. The Neurosolution5.07 program
was selected for its efficiency in several previous researches in addition to its
ease of use and extract results. The data sets were encoded and entered into MS
excel spreadsheet to start training process for different models.

4- Many models were built but GFF model was found the best model, which
structured from one input layer included 11 input neurons, and included two
hidden layer with six and four neurons for first and second hidden layer
respectively. Both of hidden layer and the output neurons had a sigmoid transfer

-89 -

www.manaraa.com



function, and LevenbergMargardt learning rate which belongs to
Backpropagation algorithm.

5- The accuracy performance of the adopted model recorded 93.3% where the
model performed well and no significant difference was discerned between the
estimated output and the actual productivity value.

6- In order to ensure the validity of the model in estimating the productivity of new
projects, many statistical performance measures were conducted i.e; Mean
Absolute Error (MAE), Mean Absolute Percentage Error (MAPE), Total Mean
Absolute Percentage Error (Total MAPE), and Correlation Coefficient (r). The
results of these performance measures were acceptable and reliable. The GFF
model had Mean Absolute Percentage Error (MAPE) 1.81%, 8.25% and 6.69%
for training, cross validation and test sets respectively.

7- Sensitivity analysis was performed using Neurosolution tool to study the
influence of adopted factors on labor productivity. The performed sensitivity
analysis was in general logically where the number of labor and weather had the
highest influence, while labor experience, labor surveillance, floor height,
complexity due to steel bars and drawing, respectively has moderate effect on
productivity. Material shortages, Tool and equipment shortages and Efficiency,
Easy to arrive to the project location, Drawings and specifications alteration
during execution and Payment delay respectively had less effect respectively.

6.2 Recommendations
1- Other neural network models for masonry construction, plastering, tiling,

painting and other construction works should be performed.

2- The more data feed during training phase the less percentage error got during
testing phase. Therefore, it is recommended to obtain more training data from
newly projects and add them to the training data. This will improve the training

process.

3- A local construction productivity study may help to establish labor productivity
code for construction project in Gaza Strip.
4- Feed-forward NN model is found to be able to produce production rate

estimates of casting concrete slabs to an acceptable degree of accuracy. This
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finding suggests that feed forward NN model may be capable of modeling
other similar construction processes, which yet have not been studied.

5- All construction parties are encouraged to be more aware about productivity
estimation development and pay more attention for using this developed
technique in estimation process.

6- Government and engineering associations are recommended to establish a
database for executed projects for researchers to develop productivity
estimation process.

7- Construction companies are recommended to have their own data base system
for the actual production rate of the different construction operations.

8- Contracting companies have to conduct productivity study such as studying
factors affecting labor productivity and labor productivity measurement to
describe the detailed tasks performed for an activity and proposes ways to
improve labor productivity.

9- Contracting companies are encouraged to keep historical data of productivity
study in finished projects to improve the effectiveness and accuracy of
estimation for future projects.

10- It is necessary to use modern technique and software for predicting productivity

which will improve contractor in estimation productivity.
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Annex 1: Questionnaire 1
The questionnaire (In English)

THE ISLAMIC UNIVERSITY

FACULTY OF ENGINEERING

Questionnaire

For Master Thesis in Construction Management

Prediction Model of Construction Labor Production
Rates in Gaza Strip using Artificial Neural Networks

Researcher: Eng. Mohammed Mady

Supervised by : Dr. Nabil EL Sawalhi

Partial fulfillment of the requirement for the degree of Master of
Science in Civil Engineering

Gaza, Palestine

2013

-99 -

www.manaraa.com



Dear contractor,

To start, | would like to present my appreciation and thanks to you for taking part of your
time and effort to complete this questionnaire. Pouring concrete slabs is an essential activity in
engineering projects and construction sector. For this reason, this questionnaire aims to study
the factors affect productivity in construction industry and the production rate for pouring

concrete slabs in Gaza Strip.

This is part of partial fulfillment of the requirements for degree of Master of Science in

construction management from Islamic University.
Information in the questionnaire:-

All information in the questionnaire will be used for research with complete commitment

for absolute secrecy to your information.
Please, your answer will be as the following:

a. Select a suitable degree (1-5) for the qualitative factors.

Where:
1:VeryLow 2:Low 3: Medium
4: High 5: Very High

b. Identifying the value for the quantitative factors.

¢. Marking ( X ) for a suitable answer

First Part:

2. PrOJECt MAMIE: ..ot

3. ProJeCt dUIatioN: ...

4. ProjeCt IOCAtION: ... oet e

5. FIOOr Area (M) et

6. NUMDBDEL OF TlO0TS: ..ot e e e e,

7 FI00r NeigNt: oo
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8. SlaD tNICKNESS: . ..ot e e

O, NUMDDET OF CTBW . .ot e e

10. Number of 1801 in aCh CreW: ..o e

11. Working hours per day at Site: .........ccooiriiiiiii i

12. Classification of the company / according to Contractors Union:

First Class

Second Class

Third Class

13. The position of officer who fills the questionnaire:

Company Manger

14. Number of company's employees:

Less than 10

11-30

Projects Manger Site Engineer Foreman

31-50 More than 50

15. Number of executed projects during the last five years:

Less than 10

11-20

21-30 More than 30

16. Average value per year of executed projects during the last five years (in million dollars):

Less than 0.5

051-1

Second Part

Factors affecting labor productivity

11-2 More than 2

In the table below there are numbers of factors negatively affecting labor

productivity in building projects. Please define the degree of importance of these factors

in affecting labor productivity.
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No | Groups Factors negatively affecting labor Degree of effectiveness
productivity
Increase of laborer age 1 2 3 4 5
Lack of labor experiences 1 2 3 4 5
Labor absenteeism 1 2 3 4 5
Labor personal problems 1 2 3 4 5
1 Manpower
factors Labor dissatisfaction 1 (2 |3 |4 |5
Labor disloyalty 1 2 3 4 5
Misunderstanding among labor 1 2 3 4 5
Lack of competition 1 2 3 4 5
Misunderstanding between labor and 1 2 3 4 5
. superintendents
2 Leadership Lack of labor surveillance 1 2 3 4 5
factors
Lack of periodic meeting with labor 1 2 3 4
Lack of financial motivation system 1 2 3 4 5
Lack of labor recognition programs 1 2 3 4 5
- — - T 5 2
, Motivation Non-providing of transportation means 3 5
factors Lack of place for eating and relaxation 1 2 3 4 5
Payment delay 1 2 3 4 5
Lack of training sessions 1 2 3 4 5
Work overtime 1 2 3 4 5
Working for 7 days of week without 1 2 3 4 5
holiday
4 Time factors Increasing number of labor in order to 1 2 3 4 5
accelerate work
Misuse of time schedule 1 2 3 4 5
Method of employment (using direct 1 2 3 4 5
work system)
Material shortages 1 2 3 4 5
Equipment efficiency
5 Materials / Unsuitability of materials storage 1 2 3 4 5

Tools factors

location

Tool and equipment shortages
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Factors negatively affecting labor

Degree of effectiveness

No Groups productivity
Rework 2 3 4 5
Supervisors absenteeism 2 3 4 5
6 Supervision
factors Inspection delay 2 3 4 5
Drawings and specifications alteration 2 3 4 5
during execution
Type of activities in the project 2 3 4 5
Construction method 2 3 4 5
Interference 2 3 4 5
, Project Working in confined space 2 3 4 5
factors Complexity due to steel bars 2 3 4 5
Floor area (m2) 2 3 4 5
Level of Building (Floor No.) 2 3 4 5
Number of Labor in project. 2 3 4 5
Violation of safety precautions 2 3 4 5
Accidents 2 3 4 5
Unemployment of safety officer in 2 3 4 5
Safet construction site
afety - -
2 3 4 5
8 factors Working at high place
Bad ventilation 2 3 4 5
Insufficient Lighting 2 3 4 5
Noise 2 3 4 5
Low quality of raw materials 2 3 4 5
9 Quality factors High quality of required work 2 3 4 5
Inefficiency of equipments 2 3 4 5
Weather changes 2 3 4 5
External
10 factors Augmentation of Government regulations 2 3 4 5

related to the construction sector

Please, write any effective factors do not mentioned in the above table:
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Annex 2: Questionnaire 1
The questionnaire (In Arabic)
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Annex 3: Questionnaire 2
The questionnaire (In English)

THE ISLAMIC UNIVERSITY

FACULTY OF ENGINEERING

Questionnaire

For Master Thesis in Construction Management

Predicting Productivity Rates for casting concrete slabs
in construction project in Gaza strip.

Researcher: Eng. Mohammed Mady

Supervised by : Dr. Nabil EL Sawalhi

Partial fulfillment of the requirement for the degree of Master of
Science in Civil Engineering

Gaza, Palestine

2013.
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co

All information in the questionnaire will be used for research with complete
mmitment for absolute secrecy to your information. Please identify the value of factors that

affect on productivity for casting concrete slabs in your project.

1. Project NAME. . ...cuciveiniiniiniiiiiiiiiiieiiiiiiiiiieitiitietiiiieteeteataeessnssnsanes
2. FIOOK @rea (IN2)...ccueieieiieeniieenieeenieesareecaceesasasescnsossasessnsassasesansnsanns
3. S1ab thiCKnesS.....ovveiieiiieiiieiiieiieiieeiieteieiiieretnrosesssessessossssesssesssssssnns
4. Duration of formwork and casting slab .........ccccciveiiiiiiiiiiiiiiiiiiiiieiinne..
5. Working hours per day al Site.....cceeeeeereeesenecererenemseecesercncascnsesansnnnanes
(T NN 1810 01 o T=] i) =1 oo T N
R 0 (T 1T 1 L
8. Material shortages:

Low quantity Medium quantity High quantity
9. Tool and equipment shortages and Efficiency:

Low Efficiency Medium Efficiency High Efficiency
10. Labor experiences:

Low experiences Medium experience High experiences
11. Weather:

Rain Hot Moderate
12. Complexity due to steel bars:

Complex Medium Easy
13. Drawings and specifications alteration during execution:

High alteration Medium alteration Low alteration
14. Easy to arrive to the project location:

Difficult Medium Easy
15. Lack of labor surveillance:

Low surveillance Medium surveillance High surveillance
16.Payment delay:

High delay Medium delay Low delay
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Annex 4: Questionnaire 2
The questionnaire (In Arabic)
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Appendix A: Analysis and calculating RI1 for most effective factor

Factors Affecting Labor Productivity Very Low | Low Medium | High Very Total RII Rank
) ) 3 4 High (5)
Material shortages 3 5 6 14 49 77 0.862 1
Tool and equipment shortages 2 1 10 28 36 77 0.847 2
Equipment Efficiency 1 3 13 21 39 77 0.844 3
Weather changes 2 4 16 21 34 77 0.810 4
Complexity due to steel bars 1 7 11 30 28 77 0.800 5
Drawings and specifications alteration during execution 0 6 17 29 25 77 0.790 6
Lack of labor experiences 0 7 20 21 29 77 0.787 7
Number of Labor in project 1 4 20 27 25 77 0.784 8
Lack of labor surveillance 2 7 14 30 24 77 0.774 9
Level of Building (Floor No.) 0 7 21 24 25 77 0.774 9
Working at high place 1 9 18 22 27 77 0.769 11
Payment delay 4 6 18 23 26 77 0.758 12
Easy to arrive to the project location 1 8 23 19 26 77 0.758 12
Insufficient Lighting 1 8 17 40 11 77 0.735 14
Rework 2 7 20 34 14 77 0.732 15
Misunderstanding between labor and Superintendents 1 12 15 33 16 77 0.732 15
Labor disloyalty 1 9 28 25 14 77 0.709 17
Supervisors absenteeism 3 12 13 40 9 77 0.704 18
Floor height 8 11 16 18 24 77 0.701 19
Floor area (m2) 3 16 22 12 24 77 0.699 20
Unsuitability of materials storage location 2 17 21 16 21 77 0.696 21
Construction method 1 11 26 29 10 77 0.694 22
Working in confined space 1 11 25 33 7 77 0.688 23
Inefficiency of equipments 4 9 27 24 13 77 0.686 24
Interference 0 17 24 27 9 77 0.673 25
Working for 7 days of week without holiday 10 10 19 18 20 77 0.673 25
Bad ventilation 5 11 23 31 7 77 0.662 27
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Appendix A: Analysis and calculating RI1 for most effective factor

Factors Affecting Labor Productivity Very Low | Low Medium High Very Total RII Rank
) &) 3 4 High (5)
Slab thickness 10 16 14 14 23 77 0.662 27
Lack of financial motivation system 2 15 27 23 10 77 0.662 27
Misunderstanding among labor 3 19 18 25 12 77 0.662 27
Type of activities in the project 2 16 25 26 8 77 0.657 31
Accidents 4 17 22 23 11 77 0.652 32
High quality of required work 6 8 30 27 6 77 0.649 33
Labor dissatisfaction 6 15 25 17 14 77 0.647 34
Lack of labor recognition programs 7 11 27 24 8 77 0.639 35
Inspection delay 6 15 18 36 2 77 0.634 36
Low quality of raw materials 2 15 35 18 7 77 0.634 36
\Violation of safety precautions 3 17 29 22 6 77 0.629 38
Misuse of time schedule 10 13 21 25 8 77 0.621 39
Increasing number of labor in order to accelerate work 10 12 27 19 9 77 0.613 40
Augmentation of Government regulations in construction 4 16 35 18 4 77 0.605 41
Lack of competition 6 21 24 18 8 77 0.603 42
\Work overtime 12 11 26 24 4 77 0.592 43
Noise 7 21 20 27 2 77 0.59 44
Increase of laborer age 7 16 32 18 4 77 0.59 44
Method of employment (using direct work system) 12 12 27 20 6 77 0.59 44
Non-providing of transportation means 11 15 28 16 7 77 0.582 47
Labor absenteeism 7 20 27 22 1 77 0.574 48
Lack of place for eating and relaxation 10 20 28 10 9 77 0.569 49
Unemployment of safety officer in construction site 11 20 23 16 7 77 0.569 49
Lack of periodic meeting with labor 11 20 24 20 2 77 0.553 51
Labor personal problems 11 17 31 16 2 77 0.551 52
Lack of training sessions 16 15 28 15 3 77 0.532 53
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Productivity
m2/h

4.69
4.13

1.94
2.00
2.50
6.90
4.00

2.96
2.18
7.69
1.88
4.38

1.69
2.67
3.64
1.89
2.50
5.47
1.67
3.00
2.08
6.55
6.67
4.50

2.00
3.47
7.07
2.83
4.73

1.50
9.26
2.71
9.09
5.94
3.89
1.70
1.82
1.82
2.00
4.40
4.55

8.75
5.95
3.06
5.67
6.60
6.00
2.67

Payment
Delay

Labor
Surveillance

Location

Drawings
alteration

Complexity
of steel bars

Weather

Labor
Experience

Tools
Shortage

Material
Shortage

Appendix B: Collected real data for duration and factors

Floor
Height

15
15

32

24

16

3.5

45

15

3.5

20

12

3.3

3.2
3.5

12
3.2

6.6
12

No. of
Labor

20

12
12
55

50

10

10
10
11

15
35

12

12
13
35

13
15

10
10
12
15
13
15
10
35
16
12
18
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Productivity
m2/h

3.14
3.56
4.60

3.28
4.35

5.00
8.08

11.11
6.07
7.69
3.13
3.75
4.46

7.86
5.00
5.67
3.00
9.67
8.04
5.31
6.92
5.00
4.58

1.75
8.75
8.33
3.65
7.14
7.00
9.52
4.31

2.08
5.00
1.50
3.62
1.70
4.59

2.00
9.58
2.50
3.00
7.69
8.30

11.12
4.39

5.95
4.40

2.00
8.20
5.90
2.90
3.63

Payment
Delay

3

3

Labor
Surveillance

Location

Drawings
alteration

Complexity
of steel bars

Weather

Labor
Experience

Tools
Shortage

Material
Shortage

Floor
Height

21

12
3.5

28
16
12

12

115
12

36
16

3.3
12

27

3.2

12

16
16

16

3.5

20

28
20
19

12

20
12

No. of
Labor

20

10
20
13
23
26
30
42

15
30
33
35
10
15
12
36

37

40

15

16
40

10
42

15
45

14
15
11

10
45

10
10
55
50
25
12
12
13
10
52

12
10
10
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Productivity
m2/h

1.49
4.59

9.58
4.55

7.70
1.68
2.45

Payment
Delay

Labor
Surveillance

Location

Drawings
alteration

Complexity
of steel bars

Weather

Labor
Experience

Tools
Shortage

Material
Shortage

Floor
Height

20

28

No. of
Labor

44
15
53

10

1

N

—

—
1
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